Klyachko Models for Ladder Representations

Arnab Mitra, Omer Offen, Eitan Sayag

Received: June 7, 2016
Communicated by Dan Ciubotaru

Abstract. We give a new proof for the existence of Klyachko models for unitary representations of $GL_n(F)$ over a non-archimedean local field $F$. Our methods are purely local and are based on studying distinction within the class of ladder representations introduced by Lapid and Mínguez. We classify those ladder representations that are distinguished with respect to Klyachko models. We prove the hereditary property of these models for induced representations from arbitrary finite length representations. Finally, in the other direction and in the context of admissible representations induced from ladder, we study the relation between distinction of the parabolic induction with respect to the symplectic groups and distinction of the inducing data.
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1. Introduction

Let $G$ be a totally disconnected locally compact group and $H$ a closed subgroup. A smooth, complex valued representation $(\pi, V)$ of $G$ is called $H$-distinguished if there exists a non-zero linear form $\ell$ on $V$ such that $\ell(\pi(h)v) = \ell(v)$ for all $h \in H$ and $v \in V$.

If $\pi$ is irreducible, then such a linear form realizes $\pi$ in a space of functions on $G$, to wit, $\pi \simeq \{ g \mapsto \ell(\pi(g^{-1})v) : v \in \pi \} \subseteq C^\infty(G/H)$.

The class of $H$-distinguished representations plays an important role in the harmonic analysis of the homogeneous space $G/H$ (see [Ber88] for instance). Furthermore, distinguished representations are crucial for the global theory of period integrals of automorphic forms, have applications to the study of special values of $L$-functions and to the description of the image of functorial lifts in the Langlands program.

This paper continues the study of [OS08a] of distinguished representations of $\text{GL}_n$ over a non-archimedean local field $F$ with respect to Klyachko subgroups. A Klyachko model is an induced representation $\text{Ind}^G_{H_{2k,r}}(\psi)$ of $G = \text{GL}_n(F)$. Here, $n = 2k + r$, $H_{2k,r}$ is the subgroup of $G$ consisting of matrices of the form $\begin{pmatrix} h & X \\ 0 & u \end{pmatrix}$ where $h \in \text{Sp}_{2k}(F)$, $X \in M_{2k \times r}(F)$, $u$ is an upper-triangular unipotent matrix, and $\psi$ is the character of $H_{2k,r}$ trivially extending a non-degenerate character on the upper-triangular unipotent matrices in $\text{GL}_r(F)$. For a fixed $n$, as $k$ varies, these models ‘interpolate’ between the well known Whittaker model (the case $k = 0$) and, if $n$ is even, the symplectic model (the case $k = n/2$).

When $F$ is a finite field, they were introduced by Klyachko in [Kly83]. Together they form a complete model in that case ([IS91]), that is, they satisfy

$$\bigoplus_{k=0}^{[n/2]} \text{Ind}^G_{H_{2k,r}}(\psi) = \bigoplus_{\pi \in \hat{G}} \pi^\pi.$$

Klyachko models over non-archimedean local fields were first studied in [HR90] where it was observed, among other things, that some irreducible representations do not imbide into a Klyachko model. In [OS08b] it is proved that the sum $\bigoplus_{k=0}^{[n/2]} \text{Ind}^G_{H_{2k,r}}(\psi)$ is multiplicity free. We shall say that an irreducible representation $\pi$ admits a Klyachko model if it can be embedded into $\bigoplus_{k=0}^{[n/2]} \text{Ind}^G_{H_{2k,r}}(\psi)$.

The main result in [OS08a] prescribes a Klyachko model for any irreducible representation in the unitary dual of $\text{GL}_n(F)$ based on Tadić classification. This was achieved by first prescribing a Klyachko model to any Speh representation. For a general unitary representation, a hereditary property of Klyachko
models for representations parabolically induced from the Speh representations is applied. Recently, Lapid and Mínguez introduced a class of irreducible representations of $GL_n$ over a non-archimedean local field [LM14]. Inspired by their presentation in the Zelevinsky classification scheme, they called them ladder representations. (See §10.1.1 for the definition). The class of ladder representations contains the Speh representations, the building blocks of the unitary dual (see Tadić classification of the unitary dual of $GL_n(F)$ [Tad86]). Thus any irreducible unitarizable representation of $GL_n(F)$ is a product of some ladder representations.

In [OS09] we found a connection between the Klyachko model and a partition naturally obtained from the Langlands parameter of a representation. Inspired by this relation, we hope to extend our study of Klyachko models to the entire admissible dual. The present paper provides a collection of results regarding distinction of representations of finite length with respect to the Klyachko groups. In particular, in Theorem 1.3 below we classify the distinguished ladder representations in the context of Klyachko models over a non-archimedean local field $F$ of characteristic different than 2. The special case, when $G = GL_{2n}(F)$ and $H = Sp_{2n}(F)$ is described in Theorem 1.2 below. These results, together with the hereditary property established in Thereom 1.1 below, recovers, using only local methods, our recipe for the Klyachko model of any representation in the unitary dual of a general linear group.

To help understand the motivation for our results and techniques, we mention two general strategies that one could employ to approach the problem of classifying distinguished admissible representations in the context of a reductive $p$-adic group. The first strategy is based on Langlands classification, the second based on the notion of imprimitive representations.

We start with the strategy based on the Langlands classification and the notion of standard modules. The smooth dual of $G$ was classified by Langlands in terms of tempered representations of Levi subgroups: Every irreducible smooth representation of $G$ is the unique irreducible quotient of a unique standard module. Clearly, every non-zero $H$-invariant linear form on an irreducible representation produces such a linear form on its standard module. A possible strategy for classifying $H$-distinguished representations is based on the Langlands classification:

1. Classify all $H$-distinguished standard modules;
2. Determine if an $H$-invariant linear form on the standard module descends to one on the irreducible quotient.

To implement the first part of this strategy one can use the geometric lemma of Bernstein and Zelevinsky to analyze distinction of induced representations. We refer to [FLO12] and [Gur15] for cases where a complete classification of distinguished standard modules was achieved.
Implementing the second step turns out to be subtler. An $H$-invariant linear form on a standard module will induce such a linear form on some irreducible component. To determine whether the irreducible quotient admits an $H$-invariant linear form is equivalent to determining whether one of the $H$-invariant linear forms on the standard module descends to the irreducible quotient. This problem can be approached by studying the distinction properties of the maximal proper submodule. However, in general, not enough is known about its structure.

The second strategy is based on the concept of imprimitive representations. An irreducible representation of $G$ is called imprimitive if it is not parabolically induced from any proper parabolic subgroup. Any irreducible representation is induced from an imprimitive one. Thus an approach to the classification problem of $H$-distinction on the smooth dual of $G$ could be:

1. Classify all $H$-distinguished imprimitive representations
2. Determine the relation between $H$-distinction and parabolic induction.

We now focus on the case where $G = \text{GL}_n(F)$ or a product of general linear groups. In this case, the second step might be more accessible. We further propose to carry this step in two stages:

- **Hereditary property**: Showing that $H$-distinction is compatible with parabolic induction.
- **Purity lemma**: Showing that an $H$-distinguished representation that is induced from a parabolic subgroup, must be induced from a distinguished representation of the Levi subgroup of that parabolic.

The second strategy is problematic even for $\text{GL}_n$ as the classification of imprimitive representations is an open problem. Nevertheless, within the class of ladder representations, the imprimitive representations are easy to describe and one of the contributions of this work is to pursue this second approach for the problem of distinction with respect to Klyachko models. Moreover, since the maximal proper subrepresentation of the standard module associated to a ladder representation has a particularly simple description we can implement the steps in the first strategy for these representations. This makes distinction problems for the class of irreducible representations parabolically induced from the ladder representations more accessible.

1.1. MAIN RESULTS. To simplify our exposition we omit from the introduction, the results whose formulation will require heavy notation. The interested reader should look in the body of the paper for further results of interest.

We state our main results in the form of Theorem 1.1, Theorem 1.2 and Theorem 1.3. Additionally we will formulate a conditional Theorem 1.4.

Theorem 1.1 concerns the distinction of representations of finite length with respect to Klyachko subgroups while Theorem 1.2 (resp. Theorem 1.3) provides a classification of the distinguished ladder representations with respect to the symplectic (resp. general Klyachko) subgroup. Theorem 1.4, conditional on a certain combinatorial assumption (Hypothesis 8.5), provides a complete classification of representations induced from ladder representations that are
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1.1. Theorem (1) A necessary condition for Sp-distinction (see Proposition 7.5): If $Z(m)$ is Sp-distinguished then $\ell(\Delta)$ is even for all $\Delta \in m$.

(2) Hereditary property for Klyachko models (see Proposition 13.3): Let $\pi_i$ be representations of finite length and $n_i = 2k_i + r_i$ be such that $\pi_i$ is $(H_{2k_i x}, \psi)$-distinguished for $i = 1, \ldots, t$. Then $\pi = \pi_1 \times \cdots \times \pi_t$ is $(H_{2k x}, \psi)$-distinguished where $k = k_1 + \cdots + k_t$ and $r = r_1 + \cdots + r_t$.

(3) Reduction to cuspidal lines (see Proposition 13.4): Let $\pi_i$ be representations of finite length, $i = 1, \ldots, t$, such that their cuspidal supports, $\text{Supp}(\pi_i)$ and $\text{Supp}(\pi_j)$ are totally disjoint for all $i \neq j$ (see §2.3.3). Then $\pi = \pi_1 \times \cdots \times \pi_t$ admits a Klyachko model if and only if $\pi_i$ admits a Klyachko model for all $i = 1, \ldots, t$.

The Zelevinsky classification implies that any irreducible representation $\pi$ of $GL_n(F)$ can be written as a product $\pi = \pi_1 \times \cdots \times \pi_t$ where the cuspidal support $\text{Supp}(\pi_i)$ is contained in a cuspidal line and those cuspidal lines are
disjoint for \( i \neq j \). This is sometimes called a decomposition of \( \pi \) into a product of irreducible rigid representations. Now, using Theorem 1.1 (3), the study of distinction with respect to the Klyachko groups is reduced to the study of distinction within the class of rigid irreducible representations. We say that a rigid irreducible representation \( \pi = L(m) \) is a ladder representation if the multi-set of segments \( m = \{ \Delta_1, \ldots, \Delta_t \} \) satisfies the conditions \( b(\Delta_1) > \cdots > b(\Delta_t) \) and \( e(\Delta_1) > \cdots > e(\Delta_t) \).

The next theorems provide the classification of distinguished ladder representations in terms of Langlands classification. We begin with \( \text{Sp} \)-distinguished representations since the result is easier to formulate.

**Theorem 1.2.** \( \text{Sp} \)-distinguished ladder representations (see Theorem 10.3): Let \( L(m) \) be a ladder representation with \( m = \{ \Delta_1, \ldots, \Delta_t \} \). Then \( L(m) \) is \( \text{Sp} \)-distinguished if and only if, \( t \) is even and \( \Delta_{2i-1} = \nu \Delta_{2i} \) for all \( i = 1, \ldots, t/2 \).

The condition on \( m \) in Theorem 1.2 is equivalent to the existence of a multi-set of segments \( n \) such that \( m = n + \nu n \). We call such \( m \) a multi-set of \( \text{Sp} \)ch type (see §8.0.7).

For the next theorem we need the notion of right-alignment (see §14.2). For segments \( \Delta = [\nu^a_1 \rho_1, \nu^b_1 \rho_1] \) and \( \Delta' = [\nu^a_2 \rho_2, \nu^b_2 \rho_2] \) we say that \( \Delta' \) is right-aligned with \( \Delta \) and write \( \Delta' \vdash \Delta \) if \( a \geq a' + 1 \) and \( b = b' + 1 \). When \( \rho \) is a representation of \( \text{GL}_d(F) \) we label this relation by the integer \( r = d(a - a' - 1) \) and write \( \Delta' \vdash_r \Delta \).

Our description of ladder representations distinguished with respect to Klyachko groups will be given in two steps. We will say that a ladder representation \( \pi = L(m) \) is a proper ladder if for all \( i = 1, \ldots, t-1 \) we have \( e(\Delta_{i+1}) > b(\Delta_i) - 1 \).

The proper ladder representations are imprimitive and every ladder representation is a product of proper ladders in an essentially unique way. This decomposition into proper ladders is explicit in terms of the underlying multi-set of segments associated to the ladder representation.

**Theorem 1.3.** Ladder representations distinguished with respect to Klyachko groups (see Proposition 14.5 and Theorem 14.7):

1. Let \( L(m) \) be a proper ladder representation of \( \text{GL}_n(F) \) with \( m = \{ \Delta_1, \ldots, \Delta_t \} \) and let \( n = 2k + r \).
   - If \( t \) is even then the representation \( L(m) \) is \( (H_{2k,r}, \psi) \)-distinguished if and only if \( \Delta_{t-2i} \vdash_{r_i} \Delta_{t-2i-1} \) for some \( r_i \) (\( i = 0, \ldots, t/2 - 1 \)) and \( r = r_0 + \cdots + r_{t/2 - 1} \).
   - If \( t \) is odd, let \( s \) be such that \( L(\Delta_1) \) is an irreducible representation of \( \text{GL}_s(F) \). The representation \( L(m) \) is \( (H_{2k,r}, \psi) \)-distinguished if and only if \( \Delta_{t-2i} \vdash_{r_i} \Delta_{t-2i-1} \) for some \( r_i \) (\( i = 0, \ldots, (t-3)/2 \)) and \( r = r_0 + \cdots + r_{(t-3)/2} + s \).

2. Let \( \pi = \pi_1 \times \cdots \times \pi_t \) be the decomposition of the ladder representation \( \pi \) into proper ladder representations \( \pi_i, i = 1, \ldots, t \). Then \( \pi \) admits a Klyachko model if and only if the proper ladder representations \( \pi_i \) admit Klyachko models for all \( i = 1, \ldots, t \).
Our last main result contains in its formulation a certain combinatorial property of multi-sets of segments that we call Hypothesis 8.5 (see §8). Roughly speaking, it says that the restrictions imposed by the geometric lemma on Sp-distinguish of a standard module \( \lambda(m) \) imply that \( m \) is of Speh type. For more details see §1.2.

**Theorem 1.4.** (1) On Sp-distinguished standard modules (see Proposition 9.1): Suppose \( \lambda(m) \) is rigid and Sp-distinguished. Assume further that \( m \) satisfies Hypothesis 8.5. Then \( m \) is of Speh type. In particular, if \( L(m) \) is Sp-distinguished and \( m \) satisfies Hypothesis 8.5 then \( m \) is of Speh type.

(2) Distinction for irreducible products of ladder representations (see Proposition 12.5): Assume Hypothesis 8.6 holds true for all multisegment. Let \( \pi_1, \ldots, \pi_k \) be ladder representations such that \( \pi = \pi_1 \times \cdots \times \pi_k \) is an irreducible representation. If \( \pi \) is Sp-distinguished then \( \pi_i \) is Sp-distinguished for all \( i = 1, \ldots, k \).

(3) Purity of symplectic distinction within ladder class (see Corollary 12.6): Let \( \pi_1 \) and \( \pi_2 \) be ladder representations such that \( \pi = \pi_1 \times \pi_2 \) is irreducible. If \( \pi \) is Sp-distinguished then \( \pi_1 \) and \( \pi_2 \) are Sp-distinguished.

We emphasize that Theorem 1.4 (3) is unconditional. We further show in Proposition 8.7 that Hypothesis 8.5 is satisfied by multi-sets that are in fact sets. This yields the following unconditional result.

**Theorem 1.5.** (see Corollary 9.2): Let \( \lambda(m) = L(\Delta_1) \times \cdots \times L(\Delta_t) \) be a standard module such that \( \Delta_i \neq \Delta_j \) for all \( i \neq j \). If \( \lambda(m) \) is Sp-distinguished then \( m \) is of Speh type.

1.2. Proofs and Methods. Let us now elaborate a bit on the techniques used in the proofs. The filtration of the geometric lemma allows us to study Sp-distinction of induced representations from the parabolic subgroup \( P \) in terms of the geometry of \( P \)-orbits on the symmetric space \( \text{GL}_{2n}(F)/\text{Sp}_{2n}(F) \). In particular we show that an induced Sp-distinguished representation admits a \( P \)-orbit which is relevant. Analyzing the relevant orbits together with the Jacquet module calculations of segment representations allows us to prove Theorem 1.1 (1). For Theorem 1.1 (2), we combine the theory of derivatives with a meromorphic continuation technique of Blanc and Delorme. The first is used to reduce the problem to the case of Sp-distinction and the second to construct Sp-invariant linear forms on families of induced representations.

A key ingredient for the proof of Theorems 1.2 and 1.4 is the necessary condition for a standard module to be Sp-distinguished provided by the geometric lemma. This allows us to reduce the problem to a purely combinatorial one on multi-sets of segments. We address it under a technical hypothesis that we can prove only for certain multi-sets (in particular, whenever they are sets). The hypothesis can be interpreted as a statement that certain orbits, of the natural action of a parabolic subgroup \( P \) of \( \text{GL}_{2n}(F) \) on \( \text{GL}_{2n}(F)/\text{Sp}_{2n}(F) \), do
not contribute a non-trivial $\text{Sp}_{2n}(F)$-invariant linear form. Explicitly, assuming the hypothesis we show that if a representation, irreducibly induced from ladder representations, is $\text{Sp}$-distinguished then each ladder representation in the inducing data also admits a symplectic model. This partial result along with the description of the maximal proper subrepresentation of the standard module associated to a ladder representation allows us to finish the proof of Theorem 1.2.

The proof of Theorem 1.3 is obtained by using the explicit knowledge of the structure of a Jacquet module of a ladder representation and the classification of $\text{Sp}$-distinguished ladders given by Theorem 1.2.

To prove Theorem 1.4 (2) we apply a recent irreducibility result from [LM], as well as the invariance of the class of ladder representations with respect to the Zelevinsky involution, to construct an inductive set-up in the context of representations irreducibly induced from ladder representations. We hope that the techniques developed in doing so will be useful more generally. Most notably, when we attempt to study distinction by other closed subgroups of $\text{GL}_n(F)$ for representations that are irreducibly induced from ladders.

1.3. Related works. We mention here a few works where the results or the tools used have some intersection with the present work.

The present work began as an attempt to extend the distinction results of [OS07] and [OS08a] from the unitary dual of $\text{GL}_n(F)$ to the admissible dual of $\text{GL}_n(F)$.

We emphasize that in [OS07] and [OS08a] obtaining a model for a Speh representation, in particular the classification of Speh representations admitting a symplectic model, was based on the global theory of period integrals of Eisenstein series and their residues obtained in [Off06a] and [Off06b]. A novel aspect of this work is that our method of proof is purely local, and therefore, independently provides a local proof for the results of the aforementioned works. The methods employed here are very different from those works and are, in fact, closer in spirit to the techniques of [HR90], or to that of [Mit14] which studies admissible representations distinguished with respect to a symplectic group in small rank cases.

The focus on distinction problems within the class of ladder representations was made in [FLO12] and later in [Gur15] and Theorem 1.2 of the introduction could be considered as an analogue to their results. A study parallel to our study of the distinction problem for standard modules can be found in these two references.

In [GOSS12] the existence of Klyachko models is proved for unitary representations of $\text{GL}_n(\mathbb{R})$ and $\text{GL}_n(\mathbb{C})$. The methods there are parallel to those in the works of the second and third author in the non-archimedean case. In particular, the proof of existence of those models for Speh representations was based on the theory of periods of automorphic forms. Recently, in [GSS15] a local construction of these invariant functionals is provided, based on tools from the
theory of distributions and $D$-modules. Some of the results of the present work can be considered as a non-archimedean analogue of the main result of [GSS15].

1.4. Structure of the paper. Let us now delineate the contents of this paper. A large part of it (§2-12) concerns symplectic models.

After setting up the general notation for this work in §2, we recall some well known results concerning $\text{GL}_{2n}(F)/\text{Sp}_{2n}(F)$ in §3, especially the structure of orbits of the natural action of a parabolic subgroup of $\text{GL}_{2n}(F)$. Our main tool for studying $\text{Sp}$-distinction of induced representations is an application of the geometric lemma of Bernstein and Zelevinsky. This is recalled in §4.

In §5.1 we obtain some immediate consequences for $\text{Sp}$-distinction of certain induced representations. They come from contributions to the open and to the closed orbits of the aforementioned action. In §5.2 we reduce the classification of $\text{Sp}$-distinguished irreducible representations to those supported in a single cuspidal line viz. the rigid representations.

In order to study distinction for rigid representations, we recall in §6 the segment notation of Zelevinsky and the classification of the admissible dual. In §7 we provide a necessary condition for an irreducible representation to be $\text{Sp}$-distinguished in terms of the Zelevinsky classification (see Proposition 7.5). We then turn to the study of distinction of standard modules. A necessary condition for a standard module (and for an irreducible representation) to be $\text{Sp}$-distinguished is reduced in §9 to a combinatorial problem. This problem is formulated in §8 as Hypothesis 8.5.

§8 is written in a way completely independent from the rest of the paper, is accessible to any mathematician, and presents a problem with applications to the study of $\text{Sp}$-distinction.

Our partial results suffice in order to obtain a complete classification of $\text{Sp}$-distinguished ladder representations. This is Theorem 10.3.

In §12 we obtain our results on $\text{Sp}$-distinction for the class of representations irreducibly induced from ladder. These are conditional on Hypothesis 8.5. Again these results require some purely combinatorial lemmas that we prove in §11.

In §13 we turn to the study of Klyachko models in general. We prove the hereditary property with respect to parabolic induction (Proposition 13.3) and reduce the problem to rigid representations (Proposition 13.4). Finally the classification of ladder representation with a given Klyachko model is obtained in §14.

1.5. Acknowledgments. The authors are grateful to Erez Lapid for sharing with them his insights on ladder representations and irreducibility results.

2. Notation and preliminaries

We set the general notation in this section. More particular notation is defined in the section where it first occurs.

2.1. Generalities. Let $G$ be a totally disconnected, locally compact group.
2.1.1. Let $\delta_G$ be the modulus function of $G$ with the convention that $\delta_G(g)dg$ is a right-invariant Haar measure if $dg$ is a left-invariant Haar measure on $G$.

2.1.2. Let $H$ be a closed subgroup of $G$ and $\sigma$ a smooth, complex-valued representation of $H$. We denote by $\text{Ind}_{H}^{G}(\sigma)$ the normalized induced representation. It is the representation of $G$ by right translations on the space of functions $f$ from $G$ to the space of $\sigma$ satisfying

$$f(\text{hg}) = \left(\delta_H^{1/2} \delta_G^{-1/2}\right)(h) \sigma(h) f(g), \quad h \in H, \ g \in G$$

and $f$ is right invariant by some open subgroup of $G$. The representation of $G$ on the subspace of functions with compact support modulo $H$ is denoted by $\text{ind}_{H}^{G}(\sigma)$.

2.1.3. This paper is concerned with distinguished representations in the following sense.

**Definition 2.1.** Let $\pi$ be a smooth, complex-valued representation of $G$ and $H$ a closed subgroup of $G$.

- We say that $\pi$ is $H$-distinguished if there exists a non-zero $H$-invariant linear form $\ell$ on the space of $\pi$, i.e., $\ell(\pi(h)v) = \ell(v)$ for all $h \in H$ and $v$ in the space of $\pi$. We denote by $\text{Hom}_{H}(\pi, 1)$ the space of $H$-invariant linear forms on $\pi$.
- More generally, for a character $\chi$ of $H$ we say that $\pi$ is $(H, \chi)$-distinguished if the space $\text{Hom}_{H}(\pi, \chi)$ of $H$-equivariant linear forms on $\pi$ is non-zero.

By Frobenius reciprocity we have a natural linear isomorphism

$$\text{Hom}_{H}(\pi, \chi \delta_H^{1/2} \delta_G^{-1/2}) \simeq \text{Hom}_{G}(\pi, \text{Ind}_{H}^{G}(\chi)).$$

2.1.4. We state the following simple observation.

**Lemma 2.2.** Let $\pi$ and $\sigma$ be smooth, complex-valued representations of $G$ so that $\sigma$ is a quotient of $\pi$, $H$ is a closed subgroup of $G$ and $\chi$ is a character of $H$. If $\sigma$ is $(H, \chi)$-distinguished then $\pi$ is $(H, \chi)$-distinguished.

**Proof.** Note that composition with the projection $\pi \rightarrow \sigma$ defines an imbedding $\text{Hom}_{H}(\pi, \chi) \rightarrow \text{Hom}_{H}(\sigma, \chi)$. The lemma follows. \hfill $\Box$

The lemma allows us to reduce some distinction questions to induced representations (e.g. using the Langlands classification). Its converse need not be true.

2.1.5. We record here another simple observation related to the converse problem, distinction of subquotients of a distinguished representation.

**Lemma 2.3.** Let $\pi$ be a smooth, complex-valued representation of $G$, $H$ a closed subgroup of $G$ and $\chi$ a character of $H$. Let $0 = \pi_0 \subseteq \pi_1 \subseteq \cdots \subseteq \pi_k = \pi$ be a filtration of $\pi$ by sub-representations. If $\pi$ is $(H, \chi)$-distinguished, then there exists $i \in \{1, \ldots, k\}$ such that $\pi_i/\pi_{i-1}$ is $(H, \chi)$-distinguished.
In particular, if $\pi$ is of finite length and $(H, \chi)$-distinguished then there exists an irreducible subquotient $\sigma$ of $\pi$ that is $(H, \chi)$-distinguished.

Proof. If $0 \neq \ell \in \text{Hom}_H(\pi, \chi)$ then there exists $i \in \{1, \ldots, k\}$ minimal such that $\ell|_{\pi_i} \neq 0$. Thus, $\ell$ defines a non-zero element of $\text{Hom}_H(\pi_i/\pi_i-1, \chi)$. Since a finite length representation has such a finite filtration with irreducible quotients the rest of the lemma follows. □

2.1.6. Let $\Pi(G)$ be the category of complex valued, smooth, admissible representations of $G$ of finite length and $\text{Irr}(G)$ the class of irreducible representations in $\Pi(G)$.

Let $\pi^\vee$ denote the contragredient of a representation $\pi \in \Pi(G)$. Then $(\pi^\vee)^\vee \simeq \pi$ and $\pi \in \text{Irr}(G)$ if and only if $\pi^\vee \in \text{Irr}(G)$.

2.2. Notation for $\text{GL}_n(F)$. Let $F$ be a non-archimedean local field of characteristic different than two. For $n \in \mathbb{N}$, let $G_n = \text{GL}_n(F)$. By convention, let $G_0$ be the trivial group.

2.2.1. Fix $n$ and let $G = G_n$. Let $B = T \ltimes N$ be the standard Borel subgroup of $G$ consisting of uppertriangular matrices with its standard Levi decomposition. Here $T$ is the subgroup of diagonal matrices and $N_n$ is the unipotent radical of $B$.

2.2.2. A parabolic subgroup of $G$ that contains $B$ is called standard. Standard parabolic subgroups of $G$ are in bijection with compositions of $n$. For a composition $\alpha = (n_1, \ldots, n_k)$ of $n$ let $P_\alpha = M_\alpha \ltimes U_\alpha$ be the standard parabolic subgroup of $G$ consisting of block uppertriangular matrices with standard Levi subgroup

$$M_\alpha = \{\text{diag}(g_1, \ldots, g_k) : g_i \in G_{n_i}, i = 1, \ldots, k\} \simeq G_{n_1} \times \cdots \times G_{n_k}$$

and unipotent radical $U_\alpha$.

2.2.3. The Weyl group $N_G(T)/T$ of $G$ is isomorphic to the permutation group $S_n$ of $n$ elements. We identify it with the subgroup $W = W_G$ of permutation matrices in $G$. Let $w_n = (\delta_{i,n+1-j}) \in W$ be the longest Weyl element. By the Bruhat decomposition $W$ is a complete set of representatives for the double coset space $B\backslash G/B$.

2.2.4. More generally, for a composition $\alpha = (n_1, \ldots, n_k)$ of $n$, $W_{M_\alpha} = W \cap M_\alpha \simeq S_{n_1} \times \cdots \times S_{n_k}$ is the Weyl group of $M_\alpha$. If $P = M \ltimes U$ and $Q = L \ltimes V$ are standard parabolic subgroups of $G$ with their standard Levi decompositions then $w \mapsto PuQ$ defines a bijection

$$W_M \backslash W/W_L \simeq P\backslash G/Q.$$

Furthermore, every double coset in $W_M \backslash W/W_L$ contains a unique element of minimal length. Denote by $M W_L$ the set of elements $w \in W$ that are of minimal length in $W_M w W_L$. Then $M W_L$ is a complete set of representatives for $P\backslash G/Q$.  
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For every $w \in M W_L$ the group

$$P(w) = M(w) \rtimes U(w) = M \cap wQ w^{-1}$$

is a standard parabolic subgroup of $M$ with its standard Levi decomposition, where

$$M(w) = M \cap w L w^{-1} \quad \text{and} \quad U(w) = M \cap w V w^{-1}.$$

2.3. Representations of $\text{GL}_n(F)$. We recall some well known facts and set the notation for representations of $G_n$. Let $\Pi$ be the disjoint union of $\Pi(G_n)$ for all $n \in \mathbb{Z}_{\geq 0}$. Let $\text{Irr}$ be the subset of irreducible representations in $\Pi$ and $\text{Cusp}$ be the subset of cuspidal representations in $\text{Irr}$.

2.3.1. Parabolic induction. Set $G = G_n$. Let $P = M \rtimes U$ and $Q = L \rtimes V$ be standard parabolic subgroups of $G$ with their standard Levi decompositions. Assume further that $Q$ is a subgroup of $P$. The functor $i_{M,L} : \Pi(L) \rightarrow \Pi(M)$ of normalized parabolic induction is defined as follows. As noted above $M \cap Q = L \rtimes (M \cap V)$ is a standard parabolic subgroup of $M$. For $\rho \in \Pi(L)$ we consider $\rho$ as a representation of $M \cap Q$ trivial on its unipotent radical $M \cap V$ and set

$$i_{M,L}(\rho) = \text{ind}^M_{M \cap Q}(\rho).$$

The functor $i_{M,L}$ is exact and we have

$$i_{M,L}(\rho^\vee) \simeq i_{M,L}(\rho)^\vee.$$  

Let $\alpha = (n_1, \ldots, n_k)$ be a composition of $n$. Assume that $M = M_\alpha$ and let $\rho_i \in \Pi(G_{n_i})$, $i = 1, \ldots, k$. Then $\rho = \rho_1 \otimes \cdots \otimes \rho_k \in \Pi(M)$. Set

$$\rho_1 \times \cdots \times \rho_k = i_{M,L}(\rho).$$

2.3.2. Jacquet module. The functor $i_{M,L}$ admits a left adjoint, namely, the normalized Jacquet functor $r_{L,M} : \Pi(M) \rightarrow \Pi(L)$. For $\sigma \in \Pi(M)$, $r_{L,M}^{\sigma}(\sigma)$ is the representation of $L$ on the space of $V \cap M$-coinvariants of $\sigma$ induced by the action $Q \cap M^\sigma$. It is also an exact functor and for $\sigma \in \Pi(M)$ and $\rho \in \Pi(L)$ we have the natural linear isomorphism (Frobenius reciprocity):

$$(2) \quad \text{Hom}_{M}(\sigma, i_{M,L}(\rho)) \simeq \text{Hom}_{L}(r_{L,M}(\sigma), \rho).$$

Let $\beta_i$ be the composition of $n_i$, $i = 1, \ldots, k$ so that $L = M(\beta_1, \ldots, \beta_k)$. For representations $\pi_i \in \Pi(G_{n_i})$, $i = 1, \ldots, k$ we have

$$r_{L,M}(\pi_1 \otimes \cdots \otimes \pi_k) = r_{M,\beta_1,G_{n_1}}(\pi_1) \otimes \cdots \otimes r_{M,\beta_k,G_{n_k}}(\pi_k).$$

2.3.3. The cuspidal support. For every $\pi \in \text{Irr}$ there exist $\rho_1, \ldots, \rho_k \in \text{Cusp}$, unique up to rearrangement, so that $\pi$ is isomorphic to a subrepresentation of $\rho_1 \times \cdots \times \rho_k$. Let $\text{Supp}(\pi) = \{\rho_i : i = 1, \ldots, k\}$ be the support of $\pi$.\footnote{The support is often considered as a multi-set. Only the underlying set is relevant to us.}

For $\sigma_1, \ldots, \sigma_k \in \text{Irr}$ let $\text{Supp}(\sigma_1 \otimes \cdots \otimes \sigma_k) = \bigcup_{i=1}^k \text{Supp}(\sigma_i)$. For any standard Levi subgroup $M$ of $G$ and $\pi \in \Pi(M)$ let $\{\pi_1, \ldots, \pi_t\}$ be the set of irreducible components (subquotients) of $\pi$ and set

$$\text{Supp}(\pi) = \bigcup_{i=1}^t \text{Supp}(\pi_i).$$
As a simple consequence of the geometric lemma of Bernstein and Zelevinsky \cite[\S 2.12]{BZ77} and exactness we have

\begin{equation}
\text{Supp}(r_{M,G}(\pi)) \subseteq \text{Supp}(\pi), \quad \pi \in \Pi(G).
\end{equation}

2.3.4. Generic representations. Let \( \psi \) be a non-trivial character of \( F \). We further denote by \( \psi = \psi_n \) the character of \( N_n \) defined by

\[
\psi(u) = \psi\left(\sum_{i=1}^{n-1} u_{i,i+1}\right), \quad u = (u_{i,j}) \in N_n.
\]

**Definition 2.4.** A representation \( \pi \in \Pi(G_n) \) is called generic if it is \( (N_n, \psi) \)-distinguished.

3. Non-degenerate skew-symmetric matrices and parabolic orbits

We recall here the analysis of double cosets and related data that are relevant to the study of induced representations of \( G_{2n} \) that are distinguished by the symplectic group.

3.1. The symmetric space. Fix \( n \in N \) and let \( G = G_{2n} \).

3.1.1. Let

\[
H = H_n = \text{Sp}_{2n}(F) = \{ g \in G : t^J g = J \}
\]

where

\[
J = J_n = \begin{pmatrix} 0 & w_n \\ -w_n & 0 \end{pmatrix}.
\]

Note that \( H = G^\theta \) is the group of fixed points in \( G \) of the involution \( \theta \) defined by

\[
\theta(g) = J^t g J^{-1}.
\]

3.1.2. For \( \pi \in \Pi(G_n) \), since \( n \) will not always be specified, we adopt throughout the following convention. We say that \( \pi \) is \( \text{Sp} \)-distinguished if \( n \) is even and \( \pi \) is \( \text{Sp}_n(F) \)-distinguished. If in addition \( \pi \in \text{Irr} \) we say that \( \pi \) admits a symplectic model (see (1)). By a result of Gelfand and Kazhdan, \cite{GK75}, we have \( \pi^\theta \simeq \pi^\vee \) for every \( \pi \in \text{Irr} \). We therefore have

**Lemma 3.1.** A representation \( \pi \in \text{Irr} \) is \( \text{Sp} \)-distinguished if and only if \( \pi^\vee \) is \( \text{Sp} \)-distinguished. \( \square \)

3.1.3. Consider the symmetric space

\[
X = \{ x \in G : x\theta(x) = I_{2n} \}
\]

with the \( G \)-action

\[
g \cdot x = g x \theta(g)^{-1}.
\]

Note that \( XJ \) is the space of skew-symmetric matrices in \( G \) and

\[
(g \cdot x)J = g (xJ)^t g.
\]

Therefore \( X \) is a homogeneous \( G \)-space. The map \( (g \mapsto g \cdot I_{2n}) : G \to X \) defines an isomorphism \( G/H \simeq X \) of \( G \)-spaces.
3.1.4. For a subgroup $Q$ of $G$ and a $Q$-invariant subspace $\mathcal{Y}$ of $X$ we denote by $Q\backslash\mathcal{Y}$ the set of $Q$-orbits in $\mathcal{Y}$. For $x\in X$ let $Q_x = \{g \in Q : g \cdot x = x\}$ be the stabilizer in $Q$ of $x$. Applications of the geometric lemma to the study of $H$-distinguished induced representations of $G$ require the study of orbits in $X$ by the group from which we induce. Since parabolic induction is central to the classification of $\text{Irr} G$ we recall next the study of orbits in $X$ under a standard parabolic subgroup $P = M \times U$.

Of particular interest for these applications are choices of orbit representatives $x$ for which we can provide explicit description of the stabilizer $M_x$ and the restriction to $M_x$ of $\delta_B^{1/2} \delta_B^{-1}$.

We refer to [Off06a, §3] and [Off06b, §3.1] for proofs of the results presented in §3.2 and §3.3.

3.2. Borel Orbits in $X$. We begin with the Borel orbits.

3.2.1. Note that both $B$ and $T$ are $\theta$ stable. In particular $\theta$ defines an involution on $W$ that we continue to denote by $\theta$. We have

$$ \theta(w) = w_2n w_2n^{-1}, \ w \in W. $$

It also follows that the map $(B \cdot x \mapsto BxB) : B \backslash X \rightarrow B \backslash G / B$ is well defined. By the Bruhat decomposition this defines a map from $B \backslash X$ to $W$. Since $\theta(BxB) = (BxB)^{-1}$ it follows that every $w$ in the image of this map satisfies $w\theta(w) = e$ (the identity element of $W$). We refer to such permutations as twisted involutions.

3.2.2. Let

$$ [w_{2n}] = \{ww_{2n}w_{2n}^{-1} : w \in W\} $$

be the $W$-conjugacy class of the longest Weyl element. It is the set of involutions without fixed points in $W$.

Note that the set of twisted involutions in $W$ is precisely $[w_{2n}]w_{2n}$. In fact we have (see [Off06a, Proposition 3.2 and Corollary 3.3]):

**Lemma 3.2.** The map $(B \cdot x \mapsto B \cdot x \cap T) : B \backslash X \rightarrow T \backslash (X \cap N_G(T))$ and the natural map from $T \backslash (X \cap N_G(T))$ to $[w_{2n}]w_{2n}$ are both bijective. \(\square\)

3.2.3. Fix a Borel orbit $B \cdot x \in B \backslash X$. We may and do assume that $x \in X \cap N_G(T)$ and let $w \in [w_{2n}]$ be such that $x \in Tw_{2n}$. Below is a description of $T_x$ and of the restriction to $T_x$ of $\delta_B^{1/2} \delta_B^{-1}$ (see §3.1.4 for notation). Note first that

$$ T_{\tau_{2n}} = T \cap H = \{\text{diag}(a_1, \ldots, a_n, a_n^{-1}, \ldots, a_1^{-1}) : a_i \in F^*, \ i = 1, \ldots, n\} $$

and

$$ (\delta_B^{-1/2} \delta_B^{-1}) \text{diag}(a_1, \ldots, a_n, a_n^{-1}, \ldots, a_1^{-1}) = |a_1|_F \cdots |a_n|_F. $$

We summarize the relevant results.

**Lemma 3.3.** For every orbit in $B \backslash X$ there exists a unique $\tau \in [w_{2n}]$ and a representative $x \in N_G(T)$ such that

1. $T_x = \{\text{diag}(a_1, \ldots, a_{2n}) \in T : a_{\tau(i)} = a_{i}^{-1}, \ i = 1, \ldots, n\}$
$\delta_B^{-1/2}\delta_R(t) = \prod_{i<\tau(i)} |a_i|_F$ for every $t = \text{diag}(a_1, \ldots, a_{2n}) \in T_x$. \hfill $\square$

3.3. $P$-orbits in $X$. Let $\alpha = (n_1, \ldots, n_k)$ be a composition of $2n$ and let $P = P_\alpha = M \ltimes U$. Note that $\theta(P) = P_{(n_k, \ldots, n_1)}$ and $\theta(M) = w_{2n}Mw_{2n}^{-1} = M_{(n_k, \ldots, n_1)}$.

3.3.1. The $P$-orbits in $X$ are in bijection with certain twisted involutions.

**Lemma 3.4.** The map $(P \cdot x \mapsto Px\theta(P)) : P\backslash X \to P\backslash G/\theta(P) \simeq M\theta(M)$ defines a bijection $P\backslash X \simeq M\theta(M) \cap [w_{2n}]w_{2n}$. \hfill $\square$

3.3.2. Let $\iota_M : M\theta(M) \cap [w_{2n}]w_{2n} \to P\backslash X$ denote the bijection of Lemma 3.4. Recall that for $w \in M\theta(M)$

$M(w) = M \cap w\theta(M)w^{-1}$

is a standard parabolic subgroup of $M$.

**Lemma 3.5.** For every $w \in M\theta(M) \cap [w_{2n}]w_{2n}$ we have that $\iota_M(w) \cap M(w)w$ is a single $M(w)$-orbit. In particular, it is not empty. \hfill $\square$

3.3.3. Admissible orbits.

**Definition 3.6.** We say that $w \in M\theta(M) \cap [w_{2n}]w_{2n}$ (or the corresponding $P$-orbit $\iota_M(w)$) is $M$-admissible if $M(w) = M$, i.e., if $w\theta(M) \in N_G(M)$.

Thus, $w \in M\theta(M) \cap [w_{2n}]w_{2n}$ is $M$-admissible if and only if the intersection $\iota_M(w) \cap N_G(M)w_{2n}$ is not empty. In particular $\iota_M$ restricts to a bijection $(M\theta(M) \cap [w_{2n}]w_{2n} \cap N_G(M)w_{2n}) \simeq (M - \text{admissible orbits in } X)$.

The $P$-orbits in $X$ are studied in terms of certain $L$-admissible orbits for Levi subgroups $L$ of $M$. More precisely, to the $P$-orbit $\iota_M(w)$ we associate a certain $M(w)$-admissible orbit. We therefore begin by describing the relevant data for $M$-admissible orbits.

Let

$S_2[\alpha] = \{\tau \in S_k : \tau^2 = e, n_{\tau(i)} = n_i, i = 1, \ldots, k\}$ and $n_i$ is even if $\tau(i) = i$.

The admissible $M$-orbits are in bijection with $S_2[\alpha]$. Before we state the general results we provide examples of prototypes of admissible orbits.

3.3.4. Assume that $k = s + 2t$, $n_i = n_{k+1-i}$, $i = 1, \ldots, t$ and $n_i$ is even for $i = t+1, \ldots, t+s$, i.e., $\alpha$ is of the form

$\alpha = (n_1, \ldots, n_t, 2m_1, \ldots, 2m_s, n_{t+1}, \ldots, n_1)$.

Let

$x = \text{diag}(I_N, J_{(m_1, \ldots, m_s)}J_{m_1}^{-1}, I_N) = \begin{pmatrix} \delta_{w_N} & J_{(m_1, \ldots, m_s)}w_N \\ -w_N & J_{(m_1, \ldots, m_s)} \end{pmatrix} J_{m_1}^{-1} \in X$
where
\[ J_{(m_1, \ldots, m_s)} = \text{diag}(J_{m_1}, \ldots, J_{m_s}), \quad N = n_1 + \cdots + n_t \quad \text{and} \quad m = m_1 + \cdots + m_s. \]

Note that \( x.J_n \) is a skew-symmetric matrix in \( N_G(M) \) and therefore \( P \cdot x \) is \( M \)-admissible.

For every \( d \in \mathbb{N} \) consider the involution \( g \mapsto g^* \) on \( G_d \) defined by \( g^* = w_d \cdot g^{-1} \cdot w_d^{-1} \). We have
\[ M_x = \{ \text{diag}(g_1, \ldots, g_t, h_1, \ldots, h_s, g_1^*, \ldots, g_t^*) : g_1, \ldots, g_t \in G_{m_1}, h_1, \ldots, h_s \in H_{m_2} \} \]
and
\[ (\delta_{P}^{-1/2} \delta_{P})(\text{diag}(g_1, \ldots, g_t, h_1, \ldots, h_s, g_1^*, \ldots, g_t^*)) = \prod_{i=1}^{t} |\det g_i|_F. \]

3.3.5. We now return to the general setting where \( \alpha \) is any composition of \( 2n \).

**Lemma 3.7.** There is a bijection between the \( M \)-admissible \( P \)-orbits in \( X \) and \( S_2[\alpha] \) that satisfies the following properties. Let \( w \in M \cdot W_\theta(M) \cap [w_{2n}] \cap N_G(M)w_{2n} \) and let \( \tau \in S_2[\alpha] \) correspond to \( \iota_M(w) \). Then, there exists \( x = x_{M,w} \in X \cap Mw \) such that:
1. \( M_x = \{ \text{diag}(g_1, \ldots, g_k) : g_{\tau(i)} = g_i^* \text{ if } \tau(i) \neq i \text{ and } g_i \in H_{m_i/2} \text{ if } \tau(i) = i \} \)
2. \( (\delta_{P}^{-1/2} \delta_{P})(\text{diag}(g_1, \ldots, g_k)) = \prod_{i<\tau(i)} |\det g_i|_F. \)

3.3.6. Every \( \tau \in S_k \) defines a unique \( w_\tau \in W \) such that for every \( g = \text{diag}(g_1, \ldots, g_k) \in M \) we have
\[ w_\tau g w_\tau^{-1} = \text{diag}(g_{\tau^{-1}(1)}, \ldots, g_{\tau^{-1}(k)}). \]

**Remark 3.8.** In fact, the relation between \( \tau \) in the above lemma is characterized by \( \text{diag}(w_{1_1}, \ldots, w_{n_k})w_{\tau}w_{2n} = w \).

3.3.7. **General orbits.** Fix \( w \in M \cdot W_\theta(M) \cap [w_{2n}] \cap w_{2n} \) and let \( L = M(w) \) be the standard Levi subgroup of \( M \) we associated with \( w \). Let \( \beta = (\beta_1, \ldots, \beta_k) \) be such that \( L = M_\beta \) where \( \beta_i = (m_i, 1, \ldots, m_i, k_i) \) is a composition of \( n_i \). On the set of indices
\[ \mathfrak{I} = \{ (i, j) : i = 1, \ldots, k, j = 1, \ldots, k_i \} \]
we consider the lexicographic order \( (i, j) \prec (i', j') \) if either \( i < i' \) or \( i = i' \) and \( j < j' \). We further consider the partial order \( (i, j) \ll (i', j') \) if \( i < i' \).

Recall that by Lemmas 3.4 and 3.5, \( X \cap Lw \) is an \( L \)-orbit. Note that \( w \) is \( L \)-admissible. Furthermore, for \( x \in X \cap Lw \) we have \( M_x = Lx \) and \( P_x = Q_x \) where \( Q = P_{\beta} \) is the standard parabolic subgroup of \( G \) with Levi subgroup \( L \). We may therefore apply Lemma 3.7 with \( M \) replaced by \( L \).

We consider \( S_2[\beta] \) as a set of involutions on \( \mathfrak{I} \), by identifying \( (\mathfrak{I}, \prec) \) with the lexicographically ordered set \( \{1, 2, \ldots, |\mathfrak{I}|\} \). Let \( \tau \in S_2[\beta] \) be the involution associated with \( \iota_L(w) \). Since \( w \in M \cdot W_\theta(M) \) there are more restrictions on \( \tau \), it must satisfy
\[ \tau(i, j + 1) \ll \tau(i, j), \quad i = 1, \ldots, k, \quad j = 1, \ldots, k_i - 1. \]
This implies in particular that for every \( i \) there is at most one \( j \) such that \( \tau(i, j) = (i, j) \).

4. The geometric lemma

We recall here a special case of the geometric lemma [BZ77, Theorem 5.2] (see also [BD08, Proposition 1.17]).

As in the previous section, fix \( n \in \mathbb{N} \) and let \( G = G_{2n} \) and \( H = H_n \). Let \( \alpha = (\eta_1, \ldots, \eta_k) \) be a composition of \( 2n \) and let \( P = P_\alpha = M \rtimes U \). Consider the functor \( \text{Res}_H \circ \mathfrak{d}_{G, M} \) from \( \Pi(M) \) to the category of smooth representations of \( H \) where \( \text{Res}_H \) stands for restriction to \( H \).

4.1. The \( H \)-filtration. For every \( \sigma \in \Pi(M) \) we recall here the existence of an \( H \)-filtration on \( \text{Res}_H \circ \mathfrak{d}_{G, M}(\sigma) \) parameterized by \( P \setminus X \) and explicate the factors of the filtration.

4.1.1. By [BZ76, §1.5] (see also [BD08, Lemma 3.1]) there is a linear ordering \( MW_{\theta(M)} \cap [w_{2n}]w_{2n} = \{w_1, \ldots, w_m\} \) so that

\[
X_i = \bigcup_{j=1}^i M(w_i)
\]

is open in \( X \) for all \( i = 1, \ldots, m \).

4.1.2. The orbit of the identity \( \iota_M(I_{2n}) = P \cdot I_{2n} \) is closed in \( X \) and we may assume that \( w_m = I_{2n} \). Furthermore, if \( n_i \) is even for all \( i = 1, \ldots, k \) then the orbit \( P \cdot x_M \) where

\[
x_M = J_{(n_1/2, \ldots, n_k/2)}J_n^{-1}
\]

is open in \( X \) and we may assume that \( \iota_M(w_1) = P \cdot x_M \). Furthermore, in this case, \( w_1 \) is \( M \)-admissible.

4.1.3. Let \( \sigma \in \Pi(M) \) and let \( \mathcal{V} \) be the representation space of \( \mathfrak{d}_{G, M}(\sigma) \). Set

\[
\mathcal{V}_i = \{ \varphi \in \mathcal{V} : \text{Supp}(\varphi) \subseteq X_i \}, \quad i = 1, \ldots, m
\]

then \( \mathcal{V}_0 := 0 \subseteq \mathcal{V}_1 \subseteq \cdots \subseteq \mathcal{V}_m = \mathcal{V} \) is a filtration of \( \text{Res}_H(\mathfrak{d}_{G, M}(\sigma)) \). For every \( i \) choose (by Lemma 3.5) \( x_i \in \mathfrak{d}_M(w_i) \cap M(w_i)w_i \) and \( \eta_i \in G \) such that

\[
\eta_i \cdot I_{2n} = x_i.
\]

For a subgroup \( A \) of a group \( B \), \( b \in B \) and a representation \( \rho \) of \( A \) we denote by \( \rho^b \) the representation of \( b^{-1}Ab \) on the space of \( \rho \) defined by \( \rho^b(b^{-1}ab) = \rho(a) \).

By [Off06b, Proposition 3] we have

**Lemma 4.1.** For every \( i = 1, \ldots, m \) we have the isomorphism of representations of \( H \)

\[
\mathcal{V}_i / \mathcal{V}_{i-1} \cong \text{ind}^H_{H \cap \eta_i^{-1}P_{\eta_i}}(\delta^{-1/2}_{P_{\eta_i}}(\text{Res}_{P_{\eta_i}}(\delta^{1/2}_P \sigma))^\eta_i)).
\]

4.1.4. Relevant orbits.

**Definition 4.2.** We say that \( w_i \in MW_{\theta(M)} \cap [w_{2n}]w_{2n} \) (or \( \iota_M(w_i) \)) is relevant for \( \sigma \) if

\[
\text{Hom}_H(\mathcal{V}_i / \mathcal{V}_{i-1}, 1) \neq 0.
\]
4.1.5. The following makes this property more explicit. By [Off06b, Corollary 1] we have

**Lemma 4.3.** Fix $i$ and let $w = w_i$, $x = x_i$, $\eta = \eta_i$, $L = M(w_i)$ and $Q$ the standard parabolic subgroup of $G$ with Levi subgroup $L$. Then

\[
\text{Hom}_H(\text{Ind}_{H\eta^{-1}}^H P_\eta(\delta_{P, p}^{-1/2}(\text{Res}_{P, p}(\delta_P^{1/2} \sigma))^\eta), 1) \simeq \text{Hom}_{L_x}(r_{L,M}(\sigma), \delta_Q^{-1/2} \delta_{Q_x}).
\]

4.1.6. Combining Lemmas 4.1 and 4.3 we have

**Corollary 4.4.** Let $w \in MW_{\theta(M)} \cap [w_{2n}]w_{2n}$. With the above notation $w$ is relevant for $\sigma$ if and only if

\[
\text{Hom}_{L_x}(r_{L,M}(\sigma), \delta_Q^{-1/2} \delta_{Q_x}) \neq 0.
\]

4.1.7. Finally, by choosing the orbit representative $x$ as in Lemma 3.7 (where $M$ is replaced by $L$) we explicate the condition $\text{Hom}_{L_x}(r_{L,M}(\sigma), \delta_Q^{-1/2} \delta_{Q_x}) \neq 0$ for certain pure tensor representations $\rho \in \Pi(L)$. For a representation $\pi \in \Pi(G)$, let $\pi^* \in \Pi(G_r)$ be the representation on the space of $\pi$ defined by $\pi^*(g) = \pi(g^*)$. By a result of Gelfand and Kazhdan ([GK75]) we have $\pi^* \simeq \pi^\vee$ for all $\pi \in \text{Irr}$. In the notation of §3.3.7 let

\[
\rho = \bigotimes_{i \in \mathcal{J}}(\rho_i)
\]

and let $\tau \in S_2[\beta]$ be the involution on $\mathcal{J}$ associated to $w$ by Lemma 3.7 applied with $L$ replacing $M$. Assume that $\rho_i \in \text{Irr}(G_{n_i})$ whenever $\tau(i) \neq i$. Then by Lemma 3.7 we have

\[
\text{Hom}_{L_x}(r_{L,M}(\sigma), \delta_Q^{-1/2} \delta_{Q_x}) \neq 0 \quad \text{if and only if for all } i \in \mathcal{J} \text{ we have}
\]

\[
\rho_i \simeq \nu\rho_{\tau(i)} \quad \text{whenever } i < \tau(i) \text{ and } \rho_i \text{ is } H_{n_i} - \text{distinguished if } \tau(i) = i.
\]

4.1.8. Combining Corollary 4.4, (6) and Lemma 2.3 we have

**Corollary 4.5.** Let $w \in MW_{\theta(M)} \cap [w_{2n}]w_{2n}$. With the above notation, if $w$ is relevant for $\sigma$ then there exists an irreducible component $\rho = \bigotimes_{i \in \mathcal{J}}(\rho_i) \in \text{Irr}(L)$ of $r_{L,M}(\sigma)$ such that

\[
\rho_i \simeq \nu\rho_{\tau(i)} \quad \text{whenever } i < \tau(i) \text{ and } \rho_i \text{ is } H_{n_i} - \text{distinguished if } \tau(i) = i.
\]

5. First Applications of the Geometric Lemma to Sp-distinction

In this section we apply the contribution of the open and closed orbits of the filtration defined in §4 in order to show that certain induced representations are Sp-distinguished. We further apply §4 to reduce the study of Sp-distinction on $\text{Irr}$ to representations supported on a single cuspidal line.

5.1. Distinction and Relevant Orbits.
5.1.1. The variant of the geometric lemma discussed in §4 is often applied to show that certain induced representations are not distinguished. This is based on the following simple observation, which is an immediate consequence of Lemma 2.3 (applied with $G = H$).

**Lemma 5.1.** Let $M$ be a standard Levi subgroup of $G$. If $\sigma \in \Pi(M)$ is such that $i_{G,M}(\sigma)$ is $H$-distinguished then there exists a $P$-orbit in $X$ that is relevant to $\sigma$.

The reverse implication need not be true. However, there are two cases in which the geometric lemma indicates distinction.

5.1.2. Assume that $n_i$ is even for all $i$. Then the open $P$-orbit in $X$ is $\iota_M(w_1) = P \cdot x_M$ (see §4.1.2) and

$$M_{x_M} = \{ \text{diag}(h_1, \ldots, h_k) : h_i \in H_{n_i/2}, i = 1, \ldots, k \}.$$  

Let $\sigma_i \in \Pi(G_n)$ be $H_{n_i/2}$-distinguished and $0 \neq \ell_i \in \text{Hom}_{H_{n_i/2}}(\sigma_i, 1)$ for all $i = 1, \ldots, k$. Let $\sigma = \sigma_1 \otimes \cdots \otimes \sigma_k$ and $\ell = \ell_1 \otimes \cdots \otimes \ell_k \in \text{Hom}_{M_{x_M}}(\sigma, 1)$. The integral

$$\tilde{\ell}(\varphi) = \int_{(H \cap \eta_M^{-1}M_{x_M} \eta_M) \setminus H} \varphi(\eta_M h) \, dh$$  

where $\eta_M \in G$ is such that $\eta_M \cdot I_{2n} = x_M$, defines a non-zero linear form $\tilde{\ell} \in \text{Hom}_H(V_1, 1)$. It does not necessarily extend to an $H$-invariant linear form on $i_{G,M}(\sigma)$, but it lies in a holomorphic family of linear forms that do extend holomorphically.

Note that $G_{x_M} = G^{\theta_{x_M}}$ is the fixed point group of the involution $\theta_{x_M}(g) = x_M \theta(g)x_M$ and that $M = P \cap \theta_{x_M}(P)$. For $\lambda = (\lambda_1, \ldots, \lambda_k) \in \mathbb{C}^k$ let $\sigma[\lambda]$ be the representation on the space of $\sigma$ defined by

$$\sigma[\lambda](\text{diag}(g_1, \ldots, g_k)) = |\text{det} g_1|^{\lambda_1} \cdots |\text{det} g_k|^{\lambda_k} \sigma(\text{diag}(g_1, \ldots, g_k)).$$

The representations $i_{G,M}(\sigma[\lambda])$ can all be realized in the same space $V$ and then the $H$-filtration $\{V_i\}_{i=1}^n$ is independent of $\lambda$. The following follows from [BD08, Theorem 2.8].

**Lemma 5.2.** With the above notation and assumptions, there is a non-zero meromorphic function $(\lambda \mapsto \ell_\lambda) : \mathbb{C}^k \rightarrow V^*$ that satisfies $\ell_\lambda \in \text{Hom}_H(i_{G,M}(\sigma[\lambda]), 1)$ whenever holomorphic at $\lambda$.

5.1.3. **Hereditary property of Sp-distinction.** This implies the hereditary property of Sp-distinction.

**Corollary 5.3.** Assume that $n_i$ is even for all $i = 1, \ldots, k$. Let $\sigma_i \in \Pi(G_n)$ be $H_{n_i/2}$-distinguished for all $i = 1, \ldots, k$. Then $\sigma_1 \times \cdots \times \sigma_k$ is $H$-distinguished.

**Proof.** This is immediate from Lemma 5.2 by taking a leading term at $\lambda = 0$ of $\ell_\lambda$ at a complex line through zero in a generic direction. □
5.1.4. Distinction by the closed orbit. When a closed orbit is relevant, the geometric lemma directly implies distinction.

**Lemma 5.4.** Let \( \sigma_1, \ldots, \sigma_t \in \text{Irr} \), \( \rho_1, \ldots, \rho_s \in \Pi \) and assume that \( \rho_i \) is Sp-distinguished for \( i = 1, \ldots, s \) (allow the case \( s = 0 \)). Then

\[
\nu \sigma_1 \times \cdots \times \nu \sigma_k \times \rho_1 \times \cdots \times \rho_s \times \sigma_1 \times \cdots \times \sigma_1
\]

is Sp-distinguished.

**Proof.** It follows from Corollary 5.3 that \( \rho = \rho_1 \times \cdots \times \rho_s \) is Sp-distinguished. Let \( G = G_{2n} \) and \( M \) its standard Levi subgroup so that \( \sigma = \nu \sigma_1 \otimes \cdots \otimes \nu \sigma_k \otimes \rho \otimes \sigma_1 \times \cdots \times \sigma_1 \) is a representation of \( M \). Then \( i_{G,M}(\sigma) \in \Pi(G) \). Let \( P \) be the standard parabolic subgroup with Levi subgroup \( M \). Then the closed orbit \( P \cdot I_{2n} \) is relevant to \( \sigma \) by (6). By §4.1.2, \( \text{Hom}_H(V/V_{m-1}, 1) \neq 0 \) and therefore by Lemma 2.2 (applied with \( G = H \)), \( i_{G,M}(\sigma) \) is Sp-distinguished. \( \Box \)

5.2. Reduction to cuspidal \( \mathbb{Z} \)-lines. Let \( \nu = |\text{det}|_F \) on \( G_n \) for any \( n \in \mathbb{N} \).

5.2.1. For \( \rho \in \text{cusp} \) let \( \rho^\mathbb{Z} = \{ \nu^n \rho : n \in \mathbb{Z} \} \) be the \( \mathbb{Z} \)-line through \( \rho \). Denote by \( < \) the order on \( \rho^\mathbb{Z} \) induced by the standard order on \( \mathbb{Z} \) (so that \( \rho < \nu \rho \)).

**Definition 5.5.** A representation \( \pi \in \Pi \) is called rigid if \( \text{Supp}(\pi) \subseteq \rho^\mathbb{Z} \) for some \( \rho \in \text{Cusp} \).

5.2.2. Every element of \( \text{Irr} \) has a unique decomposition as a product of rigid representations supported on disjoint cuspidal lines. Indeed, by [Zel80, Proposition 8.6] we have

**Lemma 5.6.** For every \( \pi \in \text{Irr} \) there exist \( \rho_1, \ldots, \rho_k \in \text{Cusp} \) so that \( \rho_i^\mathbb{Z} \cap \rho_j^\mathbb{Z} = \emptyset \) for all \( i \neq j \), and \( \pi_1, \ldots, \pi_k \in \text{Irr} \) so that \( \text{Supp}(\pi_i) \subseteq \rho_i^\mathbb{Z} \) and \( \pi = \pi_1 \times \cdots \times \pi_k \). \( \Box \)

5.2.3. Another application of the geometric lemma will allow us to reduce the question of Sp-distinction of irreducible representations to those supported on a single cuspidal line. Indeed, if \( \pi = \pi_1 \times \cdots \times \pi_k \) is a decomposition as in Lemma 5.6 then

\[
\text{Hom}_{\text{Sp}}(\pi, 1) \simeq \text{Hom}_{\text{Sp}}(\pi_1, 1) \otimes \cdots \otimes \text{Hom}_{\text{Sp}}(\pi_k, 1).
\]

Here, we write \( \text{Hom}_{\text{Sp}}(\pi, 1) = \text{Hom}_{\text{Sp}_{2n}(F)}(\pi, 1) \) for any \( \pi \in \Pi(G_{2n}) \).

In fact, we prove (8) for a slightly more general setting for which we need to introduce some more terminology.
5.2.4. Consider the graph $\mathcal{E}$ with Cusp as the set of vertices and an edge between $\rho$ and $\nu\rho$ for every $\rho \in \text{Cusp}$.

For every finite subset $V \subseteq \text{Cusp}$ let $\mathcal{E}_V$ be the induced graph on the set of vertices $V$ and $\mathcal{m}_V$ the set of connected components of $\mathcal{E}_V$. Every connected component $\Delta \in \mathcal{m}_V$ is of the form $\Delta = \{\nu^i\rho : i = a, \ldots, b\}$ for some $\rho \in \text{Cusp}$ and integers $a \leq b$.

**Definition 5.7.** We say that finite subsets $V, V' \subseteq \text{Cusp}$ are totally disjoint if either $V$ and $V'$ are contained in disjoint cuspidal $\mathbb{Z}$-lines or they satisfy the following property. For every $\Delta \in \mathcal{m}_V$ and $\Delta' \in \mathcal{m}_{V'}$, we have that either $\nu\rho < \rho'$ for all $\rho \in \Delta$ and $\rho' \in \Delta'$ or $\nu\rho' < \rho$ for all $\rho \in \Delta$ and $\rho' \in \Delta'$.

(Equivalently, $\Delta \cup \Delta'$ is not connected in $\mathcal{E}_{V \cup V'}$.)

As a consequence of [Zel80, Proposition 8.5] we have

**Lemma 5.8.** If $\pi_1, \ldots, \pi_k \in \text{Irr}$ are such that $\text{Supp}(\pi_i)$ and $\text{Supp}(\pi_j)$ are totally disjoint for all $i \neq j$ then $\pi_1 \times \cdots \times \pi_k \in \text{Irr}$. □

5.2.5. We now show that (8) holds for totally disjoint decompositions as in Lemma 5.8. The following is a small generalization of [Mit14, Lemma 3.4].

**Lemma 5.9.** Let $\pi_1, \ldots, \pi_k \in \Pi$ be such that $\text{Supp}(\pi_i)$ and $\text{Supp}(\pi_j)$ are totally disjoint for all $i \neq j$. Then $\pi = \pi_1 \times \cdots \times \pi_k$ is $\text{Sp}$-distinguished if and only if $\pi_i$ is $\text{Sp}$-distinguished for all $i = 1, \ldots, k$. In particular, if $\pi \in \text{Irr}$ then (8) holds.

**Proof.** The ‘only if’ part follows from Corollary 5.3. We prove the ‘if’ part. Let $\sigma = \pi_1 \otimes \cdots \otimes \pi_k$, $n$ be such that $\pi_1 \times \cdots \times \pi_k \in \Pi(M_n)$ and $\alpha$ the composition of $n$ such that $\sigma \in \Pi(M_n)$. Set $G = G_n$ and $M = M_n$. Assume that $\pi_1 \times \cdots \times \pi_k$ is $\text{Sp}$-distinguished.

By Lemma 5.1, $\sigma$ admits a relevant orbit, let $w \in M W_{\theta(M)} \cap [w_{2n}]w_{2n}$ be relevant to $\sigma$. Apply the notation of §3.3.7. By Corollary 4.5, there exists an irreducible component $\rho$ of $r_{L,M}(\sigma)$ that satisfies (6). Then $\rho = \otimes_{i \in (3, \rho)} \rho_i$ where $\rho_{i,1} \otimes \cdots \otimes \rho_{i,k}$ is an irreducible component of $r_{M_{\alpha_i},G_{\alpha_i}}(\pi_i)$ for all $i = 1, \ldots, k$ (see (3)). In particular, $\text{Supp}(\rho_{i,j}) \subseteq \text{Supp}(r_{M_{\alpha_i},G_{\alpha_i}}(\pi_i)) \subseteq \text{Supp}(\pi_i)$ for all $i$ (see (4)).

Assume that there exists $i \in J$ such that $i < \tau(i)$ and let $i = (i', j')$. Then $\rho_i \simeq \nu\rho_{\tau(i)}$ and by (5), $i \neq i'$. In particular, there exists $\rho' \in \text{Supp}(\rho_{\tau(i)}) \subseteq \text{Supp}(\pi_{i'})$ such that $\nu\rho' \in \text{Supp}(\rho_i) \subseteq \text{Supp}(\pi_i)$. This contradicts the total disjointness of $\text{Supp}(\pi_i)$ and $\text{Supp}(\pi_{i'})$. Therefore, $\tau$ is the trivial involution. Now (5) implies that $w$ is $M$-admissible and $\pi_i$ is $\text{Sp}$-distinguished for all $i = 1, \ldots, k$ as required.

The isomorphism (8) now follows from [HR90, Theorem 2.4.2] (local multiplicity one for symplectic models). □

6. Representations of $\text{GL}_n(F)$

Before we continue with further applications of the geometric lemma to Sp-distinction, we need to introduce the segment notation of Zelevinsky, and the
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Langlands and Zelevinsky classifications of Irr. We refer to [Zel80] for the results stated in this section.

6.1. **Segment representations.** By a segment of cuspidal representations we mean a set

\[ [a, b]_\rho = \{ \nu^i \rho : i = a, a + 1, \ldots, b \} \]

where \( \rho \in \text{Cusp} \) and \( a \leq b \) are integers. By convention, the empty set is also considered a segment.

6.1.1. For a segment \( \Delta = [a, b]_\rho \) as above, the representation \( \nu^a \rho \times \nu^{a+1} \rho \times \cdots \times \nu^b \rho \) has a unique irreducible subrepresentation that we denote by \( Z(\Delta) \) and a unique irreducible quotient that we denote by \( L(\Delta) \).

6.1.2. We remark that \( \Delta \mapsto L(\Delta) \) is a bijection between the set of segments of cuspidal representations and the subset of essentially square-integrable representations in Irr.

6.1.3. Also, \( Z(\Delta) \) is the unique irreducible quotient and \( L(\Delta) \) is the unique irreducible subrepresentation of \( \nu^b \rho \times \cdots \times \nu^{a+1} \rho \times \nu^a \rho \). By convention, if the segment \( \Delta \) is empty, then both \( L(\Delta) \) and \( Z(\Delta) \) are taken to be the trivial representation of the trivial group.

6.1.4. We denote by \( b(\Delta) = \nu^a \rho \) the beginning, \( e(\Delta) = \nu^b \rho \) the end and \( \ell(\Delta) = |\Delta| = b - a + 1 \) the length of \( \Delta \). Let \( \nu \Delta = [a + 1, b + 1]_\rho \).

6.1.5. Let \( \Delta \) and \( \Delta' \) be segments of cuspidal representations. We say that \( \Delta \) precedes \( \Delta' \) and write \( \Delta \prec \Delta' \) if both \( \Delta \) and \( \Delta' \) are contained in some \( Z \)-line \( \rho^2 \subseteq \text{Cusp} \), \( b(\Delta) < b(\Delta') \), \( e(\Delta) < e(\Delta') \) and \( e(\Delta) \geq b(\Delta') - 1 \).

The segments \( \Delta \) and \( \Delta' \) are called linked if either \( \Delta \prec \Delta' \) or \( \Delta' \prec \Delta \). Equivalently, \( \Delta \) and \( \Delta' \) are linked if and only if neither of them is contained in the other and their union is a segment.

6.1.6. For our conventions regarding multi-sets see §8.0.1. Let \( \mathcal{O} \) be the set of multi-sets of segments of cuspidal representations. An order \( m = \{ \Delta_1, \ldots, \Delta_t \} \in \mathcal{O} \) on a multi-set \( m \) is of **standard form** if \( \Delta_i \not\prec \Delta_j \) for all \( i < j \).

Every \( m \in \mathcal{O} \) admits at least one standard order. Indeed, if for example \( e(\Delta_1) \geq \cdots \geq e(\Delta_t) \) then \( \{ \Delta_1, \ldots, \Delta_t \} \) is in standard form.

6.1.7. **The Zelevinsky classification.** Let \( m = \{ \Delta_1, \ldots, \Delta_t \} \in \mathcal{O} \) be ordered in standard form. The representation

\[ \zeta(m) = Z(\Delta_1) \times \cdots \times Z(\Delta_t) \]

is independent of the choice of order of standard form. It has a unique irreducible submodule that we denote by \( Z(m) \).

The Zelevinsky classification says that the map \( (m \mapsto Z(m)) : \mathcal{O} \to \text{Irr} \) is a bijection.
6.1.8. The representation
\[ \tilde{\zeta}(m) = Z(\Delta_1) \times \cdots \times Z(\Delta_t). \]
is also independent of the choice of standard order on \( m \) and \( Z(m) \) is the unique irreducible quotient of \( \tilde{\zeta}(m) \).

6.1.9. The Langlands classification. Let \( m = \{\Delta_1, \ldots, \Delta_t\} \in \mathcal{O} \) be ordered in standard form. The representation
\[ \lambda(m) = L(\Delta_1) \times \cdots \times L(\Delta_t) \]
is independent of the choice of order of standard form. It has a unique irreducible quotient that we denote by \( L(m) \).
The Langlands classification says that the map \( (m \mapsto L(m)) : \mathcal{O} \to \text{Irr} \) is a bijection.

6.1.10. The Zelevinsky involution. It follows from §6.1.7 and §6.1.9 that for any \( m \in \mathcal{O} \) there exists a unique \( m' \in \mathcal{O} \) such that \( Z(m) = L(m') \).
The function \( m \mapsto m' \) is an involution on \( \mathcal{O} \). For \( \pi = Z(m) \in \text{Irr} \) let \( \pi' = L(m) \).
Then \( \pi \mapsto \pi' \) is the corresponding involution on \( \text{Irr} \).

6.1.11. For \( m \in \mathcal{O} \) let \( \text{Supp}(m) = \{\rho \in \text{Cusp} : \rho \in \Delta \text{ for some } \Delta \in m\} \) be the support of \( m \). (Note that \( \text{Supp}(m) = \text{Supp}(Z(m)) = \text{Supp}(L(m)) \).)
A multi-set \( m \in \mathcal{O} \) is called rigid if \( \text{Supp}(m) \subseteq \rho^\mathbb{Z} \) for some \( \rho \in \text{Cusp} \). Let
\[ \mathcal{O}_\rho = \{m \in \mathcal{O} : \text{Supp}(m) \subseteq \rho^\mathbb{Z}\} \]
be the set of rigid multi-sets supported on \( \rho^\mathbb{Z} \).

6.1.12. Lemma 5.9 reduces the study of \( \text{Sp} \)-distinguished representations in \( \text{Irr} \) to those supported on a cuspidal \( Z \)-line.
From now on fix \( \rho \in \text{Cusp} \) once and for all. We will study \( \text{Sp} \)-distinction of certain rigid representations supported on \( \rho^\mathbb{Z} \).

7. A necessary condition for \( \text{Sp} \)-distinction of \( Z(m) \)
In this section we show that if \( m \in \mathcal{O}_\rho \) is such that \( Z(m) \) is \( \text{Sp} \)-distinguished then all segments in \( m \) are of even length.
The main tool is the geometric lemma of §4. We also apply a result of Heumos and Rallis that we first recall.

7.1. Results of Heumos and Rallis.

7.1.1. The following disjointness of models is [HR90, Theorem 3.2.2].

Lemma 7.1. If \( \pi \in \text{Irr} \) is generic then it is not \( \text{Sp} \)-distinguished. \( \square \)
7.1.2. We also recall \cite[Theorem 11.1]{HR90} that provides first examples of irreducible, \textit{Sp}-distinguished representations that are not necessarily one dimensional.

**Lemma 7.2.** Let $\Delta$ be a segment in Cusp. Then $L(\{\Delta, \nu\Delta\})$ is \textit{Sp}-distinguished.

For the convenience of the reader, and since the proof below will be generalized in the sequel, we recall here the argument given by Heumos and Rallis. Recall that $L(\{\Delta, \nu\Delta\})$ lies in an exact sequence

$$0 \to \pi \to \lambda(\{\Delta, \nu\Delta\}) = \nu L(\Delta) \times L(\Delta) \to L(\{\Delta, \nu\Delta\}) \to 0$$

where $\pi \in \text{Irr}$ is generic. The representation $\nu L(\Delta) \times L(\Delta)$ is \textit{Sp}-distinguished by Lemma \ref{lem:generic}, whereas $\pi$ is not \textit{Sp}-distinguished by Lemma \ref{lem:generic}. Therefore, $L(\{\Delta, \nu\Delta\})$ is \textit{Sp}-distinguished.

**Remark 7.3.** Representations of the form $L(\{\Delta, \nu\Delta, \ldots, \nu^n\Delta\})$ are often referred to as Speh representations. In \cite{OS07}, Lemma 7.2 is generalized, showing that the Speh representation $L(\{\Delta, \nu\Delta, \ldots, \nu^n\Delta\})$ is \textit{Sp}-distinguished if and only if $n$ is even. This characterization of \textit{Sp}-distinguished Speh representations was based on a global argument involving the period integrals of certain Eisenstein series. In this paper we provide a local proof of a generalization. Since Lemmas 7.1 and 7.2 will be applied in the sequel, we emphasize that their proofs in \cite{HR90} are purely local.

7.2. ON \textit{Sp}-DISTINCTION OF $Z(\mathbf{m})$

7.2.1. Let $\Delta = [a,b]_{(\rho)}$ be a segment in $\rho^\mathbb{Z}$. A special case of Remark 7.3 says that $Z(\Delta) = L(\{\nu^a\rho, \nu^{a+1}\rho, \ldots, \nu^b\rho\})$ is \textit{Sp}-distinguished if and only if $\ell(\Delta)$ is even. For the sake of completeness of our local proof, we now provide a proof of the easy part of this equivalence. A local proof of the other implication will be a part of Corollary 10.5.

**Lemma 7.4.** If the representation $Z(\Delta)$ is \textit{Sp}-distinguished then $\ell(\Delta)$ is even.

**Proof.** Assume that $Z(\Delta)$ is \textit{Sp}-distinguished. By Lemma \ref{lem:generic}, $\nu^a\rho \times \cdots \times \nu^n\rho$ is also \textit{Sp}-distinguished.

Let $d$ be such that $\rho \in \Pi(G_d)$, $G = G_{d(b-a+1)}$ and $M = M(d, \ldots, d)$ the standard Levi subgroup of $G$ so that $\sigma = \nu^a\rho \otimes \cdots \otimes \nu^n\rho \in \Pi(M)$. By Lemma \ref{lem:split}, there exists an orbit, relevant to $\sigma$.

Since $\rho$ is cuspidal, it follows from (3) that $r_{L,M}(\sigma) = 0$ for every proper Levi subgroup $L$ of $M$. It therefore follows from Corollary 4.4 that an orbit relevant to $\sigma$ is $M$-admissible.

Since all elements of Cusp are generic, it now follows from Lemma \ref{lem:generic} and (6) (for $L = M$) that there exists, in particular, an involution on $\Delta$ without fixed points. Therefore $\ell(\Delta)$ is even. \hfill \Box
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7.2.2. This can be generalized to products of $Z(\Delta)$’s, but we first need to explicate their Jacquet modules. We start with the Jacquet module of $Z(\Delta)$ itself.

Let $\Delta = [a, b]_\rho$ be a segment in Cusp. Recall the description of the Jacquet module of $Z(\Delta)$ following [Zel80, §3.4]. Suppose that $\rho \in \Pi(G_\infty)$ and let $n = (b + a + 1)d$ so that $Z(\Delta) \in \Pi(G_n)$. Let $M = M_\alpha$ for a composition $\alpha = (n_1, \ldots, n_k)$ of $n$. Then $r_{M, G_n}(Z(\Delta)) = 0$ unless $d|n_i$, $i = 1, \ldots, k$ in which case

$$r_{M, G_n}(Z(\Delta)) = Z(\Delta_1) \otimes \cdots \otimes Z(\Delta_k)$$

where $\Delta_i = [a_i, b_i]_\rho$, $a_1 = a$, $a_{i+1} = b_i + 1$, $i = 1, \ldots, k-1$ and $d(b_i - a_i + 1) = n_i$, $i = 1, \ldots, k$.

7.2.3. Suppose that $\beta$ is a refinement of a composition $\alpha$ of $n$ and let $M = M_\alpha$ and $L = M_\beta$. For the parts of the compositions and the ordered index set $\mathcal{I}$ we apply the notation of §3.3.7.

Let $\Delta_1, \ldots, \Delta_k$ be segments of cuspidal representations so that $\sigma = Z(\Delta_1) \otimes \cdots \otimes Z(\Delta_k)$ is an irreducible representation of $M$. It follows from (3) and §7.2.2 that, whenever non-zero,

$$r_{L, M}(\sigma) = \bigotimes_{i \in \mathcal{I}, \prec} Z(\Delta_i)$$

where $r_{M_\beta, G_n}(Z(\Delta_i)) = Z(\Delta_{i,1}) \otimes \cdots \otimes Z(\Delta_{i,k_i})$ is prescribed by §7.2.2.

7.2.4.

**Proposition 7.5.** Let $m \in \mathcal{O}_\rho$. If $\tilde{\zeta}(m)$ is Sp-distinguished then $Z(\Delta)$ is Sp-distinguished and, in particular, $\ell(\Delta)$ is even for all $\Delta \in m$.

In particular, if $Z(m)$ is Sp-distinguished then $\ell(\Delta)$ is even for all $\Delta \in m$.

**Proof.** Fix an order $m = \{\Delta_1, \ldots, \Delta_k\}$ so that $b(\Delta_1) \leq \cdots \leq b(\Delta_k)$ and note that $\{\Delta_k, \ldots, \Delta_1\}$ is a standard order on $m$, i.e., that

$$\tilde{\zeta}(m) \simeq Z(\Delta_1) \times \cdots \times Z(\Delta_k).$$

Let $\sigma = Z(\Delta_1) \otimes \cdots \otimes Z(\Delta_k)$, $G = G_n$ and $M = M_\alpha$ a standard Levi subgroup of $G$ such that $Z(\Delta_1) \times \cdots \times Z(\Delta_k) = 1_{G,M}(\sigma)$. Assume that $\tilde{\zeta}(m)$ is Sp-distinguished. By Lemma 5.1 there exists $w \in MW_\theta(M) \cap [w_{2n}]w_{2n}$ that is relevant to $\sigma$.

We show that $Z(\Delta_i)$ is Sp-distinguished for all $i$. Assume, by contradiction, the contrary and use the notation of §3.3.7. It follows from Corollary 4.5 that $\tau$ is not the trivial involution. Let $i \in \mathcal{I}$ be minimal such that $\tau(i) \neq i$. Then $i < \tau(i)$ and it follows from (5) that $i = (i, 1)$ for some $1 \leq i < k$. But then the condition $\Delta_i = \nu \Delta_{\tau(i)}$ (from Corollary 4.5) contradicts our choice of order on $m$ and §7.2.3.

It therefore follows that $Z(\Delta_i)$ is Sp-distinguished and from Lemma 7.4 that $\ell(\Delta_i)$ is even for $i = 1, \ldots, k$. The last part of the proposition follows from Lemma 2.2.  

□
Applications of the geometric lemma to the study of Sp-distinction of representations of the form $\lambda(m)$, $m \in \mathcal{O}$ (standard modules) lead to certain combinatorial problems that we are only able to solve in special cases. In the next section we formulate these problems and present the proofs for our partial results. The section is written in such a way that it is independent of the rest of the paper and elementary. The problem we raise is accessible to every mathematician.

8. Multi-sets of segments

We formulate an elementary problem on multi-sets of segments of integers that has applications to representation theory. We are only able to provide a partial solution.

8.0.1. By a multi-set $f$ of elements in a set $X$ we mean a function $f : X \to \mathbb{Z}_{\geq 0}$ of finite support. The support of $f$ is also referred to as the set underlying $f$. If $f$ takes value in $\{0, 1\}$ then we identify $f$ with its support and say that it is a set. For example, for $x \in X$ the set of one element $\{x\}$ is the characteristic function of $x$.

Denote by $|f| = \sum_{x \in X} f(x)$ the size of the multi-set $f$. By abuse of notation, we sometimes write $f = \{x_1, \ldots, x_t\}$ where $t = |f|$ and $x \in X$ equals $x_i$ for exactly $f(x)$ indices $i$. We refer to the presentation $\{x_1, \ldots, x_t\}$ as an order on $f$.

We write $x \in f$ if $x$ is in the support of $f$.

8.0.2. By a segment of integers we mean a set $[a, b] = \{a, a + 1, \ldots, b\}$ where $a \leq b$ are integers. By convention, the empty set is a segment. Let $\text{Sgm}$ denote the set of all segments of integers. Consider the operation

$$\nu[a, b] = [a + 1, b + 1], \quad [a, b] \in \text{Sgm}$$

and define the following relation on $\text{Sgm}$. For $[a, b], [a', b'] \in \text{Sgm}$ we say that $[a, b]$ precedes $[a', b']$ and write $[a, b] \prec [a', b']$ if $a < a'$, $b < b'$ and $b \geq a' - 1$.

By a decomposition of $[a, b] \in \text{Sgm}$ we mean a $k$-tuple of segments $([a_1, b_1], \ldots, [a_k, b_k]) \in \text{Sgm}^k$, $k \in \mathbb{N}$, such that $b_i = b, a_k = a$ and $b_{i+1} = a_i - 1$, $i = 1, \ldots, k - 1$. The decomposition is called trivial if $k = 1$.

8.0.3. Let $\mathcal{O}_\mathbb{Z}$ be the set of multi-sets of segments of integers. We say that a multi-set $m = \{\Delta_1, \ldots, \Delta_k\}$ is ordered in standard form if $\Delta_i \neq \Delta_j$ for all $i < j$.

Given an ordered multi-set $m = \{\Delta_1, \ldots, \Delta_k\} \in \mathcal{O}_\mathbb{Z}$, by a decomposition of $m$ we mean a decomposition of $\Delta_i$ for all $i = 1, \ldots, k$. The decomposition is called trivial if the decomposition of each $\Delta_i$ is trivial.

It will be convenient to index a decomposition of an ordered multi-set as follows. If $(\Delta_{i_1}, \ldots, \Delta_{i_k})$ is the decomposition of $\Delta_i$, $i = 1, \ldots, k$ let $(\mathcal{I}, \prec)$ be the linearly ordered set

$$\mathcal{I} = \{(i, j) : i = 1, \ldots, k, j = 1, \ldots, k_i\}$$

with the lexicographic order $(i, j) \prec (i', j')$ if either $i < i'$ or $i = i'$ and $j < j'$. We further consider the partial order $(i, j) \ll (i', j')$ if $i < i'$.
decomposition of an ordered multi-set $m = \{\Delta_1, \ldots, \Delta_k\} \in O_Z$ produces a new ordered multi-set $\{\Delta_i : i \in (I, \prec)\}$.

8.0.4. Relevant decompositions.

**Definition 8.1.** Let $m = \{\Delta_1, \ldots, \Delta_k\} \in O_Z$ be an ordered multi-set. We say that an ordered decomposition $\{\Delta_i : i \in (I, \prec)\}$ (of the order $\{\Delta_1, \ldots, \Delta_k\}$ of $m$) is relevant to $\{\Delta_1, \ldots, \Delta_k\}$ if there exists an involution $\tau$ on $I$ satisfying the following properties:

1. $\tau(i, j + 1) \ll \tau(i, j)$, $i = 1, \ldots, k$, $j = 1, \ldots, k_i - 1$;
2. $\tau(i) \neq i$, $i \in I$;
3. $\Delta_i = \nu \Delta_{\tau(i)}$ whenever $i \prec \tau(i)$.

8.0.5. The involutions $\tau$ in the above definition must satisfy the following property.

**Lemma 8.2.** Let $\tau$ be an involution on $I$ satisfying conditions (1) and (2) of Definition 8.1. Then, there exist $i_1 > \cdots > i_k_1 > 1$ such that $\tau(1, j) = (i_j, k_j)$, $j = 1, \ldots, k_1$.

*Proof.* Let $\tau(1, j) = (i_j, r_j)$. The inequalities $i_1 > \cdots > i_k > 1$ are immediate from conditions (1) and (2) of Definition 8.1. If $r_j < k_j$ then, again by the same condition, $\tau(i_j, r_j + 1) \ll (1, j)$ which is impossible. Therefore $r_j = k_j$. $\Box$

8.0.6. Distinguished multi-set.

**Definition 8.3.** A multi-set $m \in O_Z$ is called distinguished if every standard order of $m$ admits a relevant decomposition.

8.0.7. Speh type. For $m = \{\Delta_1, \ldots, \Delta_k\} \in O_Z$ and $n \in Z$ let $\nu^n m = \{\nu^n \Delta_1, \ldots, \nu^n \Delta_k\}$. It is easy to see that the following conditions are equivalent for $m \in O_Z$:

- $m$ is of the form $n + \nu n$ for some $n \in O_Z$;
- the trivial decomposition of $m$ is relevant to some standard order of $m$;
- the trivial decomposition of $m$ is relevant to any standard order of $m$.

**Definition 8.4.** We say that $m \in O_Z$ is of Speh type if it satisfies the above equivalent conditions.

8.0.8. The main hypothesis. Consider the following property of a multi-set $m \in O_Z$.

**Hypothesis 8.5.** If $m$ is distinguished then $m$ is of Speh type.

Unfortunately, we do not have enough information to determine whether Hypothesis 8.5 is satisfied for all $m \in O_Z$. We therefore cautiously refrain from stating it as a conjecture. We will prove that it holds in some special cases and in particular when $m$ is a set.
8.0.9. In fact, for some of the representation theoretic applications we have in mind it suffices to consider a slightly weaker property. For \([a, b] \in \text{Sgm}\) let \([a, b]^\vee = [−b, −a]\) and for \(m \in \mathcal{O}_Z\) let \(m^\vee \in \mathcal{O}_Z\) be defined by \(m^\vee(\Delta) = m(\Delta^\vee)\), \(\Delta \in \text{Sgm}\).

Consider the following property of a multi-set \(m \in \mathcal{O}_Z\).

**Hypothesis 8.6.** If \(m\) and \(m^\vee\) are both distinguished then \(m\) is of Speh type.

8.0.10. In order to prove that a given multi-set \(m\) satisfies the Hypothesis 8.5 it is enough to show that if \(m\) is distinguished then the trivial decomposition is relevant to some standard order. In particular, it is enough to show that for some standard order, no non-trivial decomposition is relevant. We can only prove Hypothesis 8.5 for some special cases by proving this stronger version. For this purpose we define a certain standard order on multi-sets.

8.0.11. For \(\Delta = [a, b]\) let \(b(\Delta) = a\) be the beginning and \(e(\Delta) = b\) the end of \(\Delta\).

For \(m \in \mathcal{O}_Z\) let \(c_1 > \cdots > c_s\) be such that we have the identity of sets \(\{c_1, \ldots, c_s\} = \{e(\Delta) : \Delta \in m\}\). Let \(m[i] \in \mathcal{O}_Z\) be defined by \(m[i](\Delta) = m(\Delta) \) for \(i = 1, \ldots, s\) so that \(m = m[1] + \cdots + m[s]\) and all segments in the support of \(m[i]\) end at \(c_i\).

Note that any linear order on \(m\) that extends the relation, \(\Delta < \Delta'\) whenever \(\Delta \in m[i]\) and \(\Delta' \in m[j]\) for all \(1 \leq i < j \leq s\), is in standard form.

8.0.12. In order to fix such an order, we need to linearly order each \(m[i]\). We make a particular such choice recursively.

Let \(m[1]\) be ordered by \(m[1] = \{\Delta_1, \ldots, \Delta_k\}\) where \(b(\Delta_1) \leq \cdots \leq b(\Delta_k)\) and set \(m[1]' = m[1]\). Suppose that \(m[1]\), \ldots, \(m[i]\) are ordered and that \(m[1]', \ldots, m[i]'\) are defined for some \(i < s\). We order \(m[i + 1]\) and define \(m[i + 1]'\) as follows.

Set \(m[i + 1] = \{\Delta_1, \ldots, \Delta_k, \Delta'_1, \ldots, \Delta'_m\}\) where \(b(\Delta_1) \leq \cdots \leq b(\Delta_k)\), \(b(\Delta'_1) \geq \cdots \geq b(\Delta'_m)\) and \(\min(m[i + 1], \nu^{-1}m[i]') = \{\Delta'_1, \ldots, \Delta'_m\}\) and let \(m[i + 1]' = \{\Delta_1, \ldots, \Delta_k, \Delta'_1, \ldots, \Delta'_m\}\). Here \(\min\) is the minimum of two \(\mathbb{Z}_{\geq 0}\)-valued functions (see §8.0.1).

8.0.13. We now prove that Hypothesis 8.5 holds for sets.

**Proposition 8.7.** Let \(m \in \mathcal{O}_Z\) be a set. Then, no non-trivial decomposition is relevant to the order on \(m\) defined in §8.0.12. In particular, Hypothesis 8.5 holds for \(m\).

**Proof.** We prove the statement by induction on \(|m|\). If \(|m| \leq 2\) then it follows from Lemma 8.2 that conditions (1) and (2) of Definition 8.1 cannot be satisfied by any non-trivial decomposition of \(m\) and the proposition is therefore true.
Let $m = \{\Delta_1, \ldots, \Delta_k\}$ and assume by contradiction that there exists a non-trivial decomposition $\{\Delta_i : i \in I\}$ that is relevant to $\{\Delta_1, \ldots, \Delta_k\}$. Let $\tau$ be the involution on $I$ satisfying properties (1), (2), (3) of Definition 8.1 and let $i_1 > \cdots > i_{k_1} > 1$ be given by Lemma 8.2 so that $\tau(1, j) = (i_j, k_{i_j})$, $j = 1, \ldots, k_1$. By the property of the order chosen $e(\Delta_1) \geq e(\Delta_{k_1}) \geq \cdots \geq e(\Delta_{i_1})$. The condition (3) of Definition 8.1 implies that $e(\Delta_{i_1}) \geq e(\Delta_1) - 1$ and $b(\Delta_{i_1}) > \cdots > b(\Delta_{i_1}) = b(\Delta_1) - 1$. Since the equality $e(\Delta_{i_1}) = e(\Delta_1)$ contradicts the order chosen on $m[1]$ we must have $e(\Delta_{i_1}) = e(\Delta_1) - 1$, i.e., $\Delta_{i_1} = \nu^{-1}\Delta_1$ and in the notation of §8.0.11, $c_2 = c_1 - 1$ and $\Delta_{i_1} \in m[2]$ for all $j = 1, \ldots, k_1$. Since $m$ is a set, we get that $\Delta_{i_1} \not\in m[2]'$. Taking the order chosen on $m[2]$ into consideration, now implies that $k_1 = 1 = k_{i_1}$.

Again, since $m$ is a set, it is easy to see that the order defined on $m = \{\Delta_1\} - \{\Delta_{i_1}\}$ by §8.0.12 is that inherited from $m$, i.e., the order $\{\Delta_2, \ldots, \Delta_{i_1-1}, \Delta_{i_1+1}, \ldots, \Delta_k\}$. Furthermore, $\tau|_{\{1, \ldots, i_1, \ldots, 1\}}$ shows that $\{\Delta_i : i \in I \setminus \{1, \ldots, i_1, \ldots, 1\}\}$ is a non-trivial decomposition relevant to $\{\Delta_2, \ldots, \Delta_{i_1-1}, \Delta_{i_1+1}, \ldots, \Delta_k\}$. This contradicts the induction hypothesis. □

8.0.14. The same proof gives another family of multi-sets satisfying Hypothesis 8.5.

Proposition 8.8. Let $m \in \mathcal{O}_2$ and set $m = m[1] + \cdots + m[s]$ as in §8.0.11. Assume that $|m[i]| \leq 2$ for all $i = 1, \ldots, s$. Then, no non-trivial decomposition is relevant to the order on $m$ defined in §8.0.12. In particular, Hypothesis 8.5 holds for $m$.

Proof. The first three paragraphs of the proof of Proposition 8.7 hold for any multi-set and we apply the conclusions and the notation in this case. Since $|m[2]| \leq 2$ we conclude that $k_1 \leq 2$. Furthermore, if $k_1 = 2$ then $\Delta_{i_2} = \nu^{-1}\Delta_1$, $\Delta_{i_1} = \nu^{-1}\Delta_{i_1,1}$ and $m[2] = \{\Delta_{i_2}, \Delta_{i_1}\}$. But this shows that $\Delta_{i_2} \not\in m[2]'$ and contradicts the order on $m[2]$.

We therefore have $k_1 = 1 = k_{i_1}$. Let $n = m = \{\Delta_1\} - \{\Delta_{i_1}\}$. Again, it is easily observed that the order on $n$ defined in §8.0.12 is the one inherited by $m$ and the proposition follows by induction as in the last paragraphs of the proof of Proposition 8.7. □

9. ON SP-DISTINCTION OF STANDARD MODULES

The bijection $[a, b] \mapsto [a, b]_{(\rho)}$ from segments of integers to segments in $\rho^2$ induces a bijection on multi-sets from $\mathcal{O}_2$ to $\mathcal{O}_\rho$. We refer to this bijection as $\rho$-labeling and to its inverse as unlabeling.

In this section we show that if $m \in \mathcal{O}_\rho$ is such that $\lambda(m)$ is Sp-distinguished then the unlabeling of $m$ is distinguished in the sense of Definition 8.3. The results and hypotheses of §8 therefore become relevant to the study of Sp-distinction of standard modules.
From now on we adopt the following convention. We say that a multi-set \( m \in \mathcal{O}_\rho \) satisfies a property defined on multi-sets in \( \mathcal{O}_Z \) if its unlabeling satisfies this property.

9.0.1. Let \( \Delta = [a, b]_(\rho) \) be a segment in \( \rho^Z \) and \( \delta = L(\Delta) \). We first recall the description of the Jacquet module of \( \delta \) following [Zel80, §9.5]. Suppose that \( \rho \) is a representation of \( G_d \) and let \( n = (b - a + 1)d \) so that \( \delta \in \Pi(G_n) \). Let \( M = M_\alpha \) for a composition \( \alpha = (n_1, \ldots, n_k) \) of \( n \). Then \( r_{M,G_n}(\delta) = 0 \) unless \( d|n_i, i = 1, \ldots, k \) in which case

\[
r_{M,G_n}(\delta) = \delta_1 \otimes \cdots \otimes \delta_k
\]

where \( \delta_i = L(\Delta_i), \Delta_i = [a_i, b_i]_(\rho), b_1 = b, b_{i+1} = a_i - 1, i = 1, \ldots, k - 1 \) and \( d(b_i - a_i + 1) = n_i, i = 1, \ldots, k \).

9.0.2. Suppose that \( \beta \) is a refinement of a composition \( \alpha \) of \( n \) and let \( M = M_\alpha \) and \( L = M_\beta \). For the parts of the compositions and the ordered index set \( I \) we apply the notation of §3.3.7.

Let \( \delta = \delta_1 \otimes \cdots \otimes \delta_k \) be an irreducible, essentially square-integrable representation of \( M \) (i.e., \( \delta_i = L(\Delta_i) \) for some segment of cuspidal representations, \( i = 1, \ldots, k \)). It follows from (3) that, whenever non-zero,

\[
r_{L,M}(\delta) = \bigotimes_{i \in \mathcal{I}} \delta_i
\]

where \( r_{M,G_n}(\delta_i) = \delta_{i,1} \otimes \cdots \otimes \delta_{i,k}, \) is prescribed by §9.0.1.

9.0.3. Let \( M \) and \( \delta \) be as above and \( w \in M W_{\delta(M)} \cap [w_{2n}] w_{2n} \). Recall that \( \delta_i \) is generic \( i = 1, \ldots, k \). In the notation of §3.3.7 it follows from (6), Lemma 7.1 and §9.0.2 that

\[
w \text{ is relevant for } \delta \text{ if and only if } \tau(i) \neq i
\]

for all \( i \in \mathcal{I} \) and \( \delta_i \simeq \nu \delta_{\tau(i)} \) whenever \( i < \tau(i) \).

9.0.4. The following is an immediate consequence.

**Proposition 9.1.** Let \( m \in \mathcal{O}_\rho \) satisfy Hypothesis 8.5. If \( \lambda(m) \) is Sp-distinguished then \( m \) is of Speh type. In particular, if \( L(m) \) is Sp-distinguished then \( m \) is of Speh type.

**Proof.** If \( \lambda(m) \) is Sp-distinguished then for any standard order on \( m = \{\Delta_1, \ldots, \Delta_k\} \), the induced representation \( L(\Delta_1) \times \cdots \times L(\Delta_k) \) is Sp-distinguished. Therefore, by Lemma 5.1, \( L(\Delta_1) \otimes \cdots \otimes L(\Delta_k) \) admits a relevant orbit. Combining the condition 5 with (9), §9.0.3 says that \( m \) is distinguished in the sense of Definition 8.3. Hypothesis 8.5 therefore implies that \( m \) is of Speh type.

The last part of the proposition follows from Lemma 2.2. \( \square \)
9.0.5. Combining Proposition 9.1 with Propositions 8.7 and 8.8 we obtain

**Corollary 9.2.** Let \( m \in O_\rho \) either be a set or, in the notation of §8.0.11, satisfy \(|m[i]| \leq 2\) for all \( i \). If \( \lambda(m) \) is Sp-distinguished then \( m \) is of Speh type. In particular, if \( L(m) \) is Sp-distinguished then \( m \) is of Speh type.

9.0.6. We also point out the weaker consequence of Hypothesis 8.6.

**Proposition 9.3.** Let \( m \in O_\rho \) satisfy Hypothesis 8.6. If \( L(m) \) is Sp-distinguished then \( m \) is of Speh type.

**Proof.** If \( L(m) \) is Sp-distinguished then \( L(m^\vee) \) is Sp-distinguished by Lemma 3.1. Therefore, by Lemma 2.2, both \( \lambda(m) \) and \( \lambda(m^\vee) \) are Sp-distinguished. It now follows, as in the proof of Proposition 9.1, that both \( m \) and \( m^\vee \) are distinguished in the sense of Definition 8.3. Hypothesis 8.6 therefore implies that \( m \) is of Speh type. \( \square \)

9.0.7. We end this section by providing an example which demonstrates that the necessary condition for distinction obtained by combining Propositions 7.5 and 9.3 is not sufficient.

**Example 9.4.** Let \( \pi = L(m) = Z(m^t) \) where
\[
m = \{[\nu^1, \nu^3], [\nu^3, \nu^3], [\nu^2, \nu^2], [\nu, \nu^2], [1, \nu] \}.
\]
Using the combinatorial algorithm of Mœglin and Waldspurger ([MW86]), it is easy to see that
\[
m^t = \{[\nu^2, \nu^3], [\nu, \nu^2], [1, \nu] \}.
\]
We will now show that \( \pi \) is not Sp-distinguished. Assume the contrary, if possible. Let \( \pi_1 = Z([\nu^2, \nu^3], [1, \nu]) \) and \( \pi_2 = Z([\nu, \nu^4]) \). The representation \( \pi = Z(m^t) \) is the unique irreducible quotient of \( \zeta(m^t) \) and so it is also the unique irreducible quotient of \( \pi_1 \times \pi_2 \). Thus, by Lemma 2.2, \( \pi_1 \times \pi_2 \) is Sp-distinguished. Apply the notation of §3.3.7 with \( k = 2 \) for an orbit that is relevant to \( \pi_1 \times \pi_2 \) (by Lemma 5.1). Since \( k = 2 \), note that \( k_2 \leq 2 \).

From Corollary 4.5 and (3) it follows that there exist irreducible components \( \sigma_1 \) of \( r_{M_{k_1}G_{k_1}}(\pi_1) \) and \( \sigma_2 \) of \( r_{M_{k_2}G_{k_2}}(\pi_2) \) such that writing
\[
\sigma_i = \sigma_{i,1} \otimes \cdots \otimes \sigma_{i,k_i}, \ i = 1, 2, \ \sigma_{i,j} \in \text{Irr}, \ j = 1, \ldots, k_i
\]
we have \( \sigma_i = \nu \sigma_{i,1} \) whenever \( i < \tau(i) \) and \( \sigma_i \) is Sp-distinguished if \( \tau(i) = i \).

Also it follows from §7.2.2 that \( \nu^4 \in \text{Supp}(\sigma_{2,k_2}) \). Since \( \nu^5 \not\in \text{Supp}(\pi_1) \), we deduce that \( \tau(2, k_2) = (2, k_2) \). By (5) it follows that \( k_2 = k_1 = 1 \), and so \( \tau(1, 1) = (1, 1) \). In other words, \( Z([\nu^2, \nu^3], [1, \nu]) \) is Sp-distinguished. Using the algorithm of Mœglin and Waldspurger again we get that
\[
Z([\nu^2, \nu^3], [1, \nu]) \cong L([\nu^3, \nu^3], [\nu, \nu^2], [1, 1]).
\]

By Corollary 9.2 we obtain a contradiction.

10. The Sp-distinguished ladder representations

We classify Sp-distinguished representations in the class of ladder representations introduced by Lapid and Minguez in [LM14].
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10.1. Distinction of ladder representations—the L aspect. We classify Sp-distinction in the class of ladder representations defined below.

10.1.1. Ladder representations.

Definition 10.1. Let \( \rho \in \text{Cusp} \). The set \( \{\Delta_1, \ldots, \Delta_k\} \in \mathcal{O}_\rho \) is called a ladder if

\[
b(\Delta_1) > \cdots > b(\Delta_k) \quad \text{and} \quad e(\Delta_1) > \cdots > e(\Delta_k).
\]

A representation \( \pi \in \text{Irr} \) is called a ladder representation if \( \pi = L(m) \) where \( m \in \mathcal{O}_\rho \) is a ladder.

Whenever we say that \( m = \{\Delta_1, \ldots, \Delta_k\} \in \mathcal{O}_\rho \) is a ladder, we implicitly assume that \( m \) is already ordered as in the definition above.

10.1.2. The following property allows us to show that certain ladder representations are Sp-distinguished. By convention, let \( L([a, a - 1]_\rho) \) be the trivial representation of the trivial group and let \( L([a, b]_\rho) = 0 \) if \( b < a - 1 \). Let \( m = \{\Delta_1, \ldots, \Delta_k\} \in \mathcal{O}_\rho \) be a ladder, with \( \Delta_i = [a_i, b_i]_\rho \) and for every \( i = 1, \ldots, k - 1 \) let

\[
K_i = L(\Delta_1) \times \cdots \times L(\Delta_{i-1}) \times L([a_{i+1}, b_i]_\rho) \times L([a_i, b_{i+1}]_\rho) \times L(\Delta_{i+2}) \times \cdots \times L(\Delta_k).
\]

(Thus, \( K_i = 0 \) if \( a_i > b_{i+1} + 1 \).) By [LM14, Theorem 1] we have

Theorem 10.2. With the above notation let \( \mathcal{K} \) be the kernel of the projection \( \lambda(m) \to L(m) \). Then \( \mathcal{K} = \sum_{i=1}^{k-1} K_i \).

10.1.3. The following is the characterization of Sp-distinguished ladder representations.

Theorem 10.3. Let \( m = \{\Delta_1, \ldots, \Delta_k\} \in \mathcal{O}_\rho \) be a ladder. Then the following conditions are equivalent

1. \( L(m) \) is Sp-distinguished
2. \( k \) is even and \( \Delta_{2i-1} = \nu \Delta_{2i} \) for all \( i = 1, \ldots, k/2 \);
3. \( m \) is of Speh type.

Proof. The equivalence of the last two conditions is obvious. If \( L(m) \) is Sp-distinguished then \( m \) is of Speh type by Corollary 9.2.

Assume now that \( k = 2m \) is even and \( \Delta_{2i-1} = \nu \Delta_{2i} \) for all \( i = 1, \ldots, m \). Let \( \pi_i = L(\Delta_{2i-1}, \Delta_{2i}) \), \( i = 1, \ldots, m \) and \( \pi = \pi_1 \times \cdots \times \pi_m \). Note that \( \pi \) is a quotient of \( \lambda(m) \). It follows from Lemma 7.2 that \( \pi_i \) is Sp-distinguished for all \( i = 1, \ldots, m \). Therefore, by Corollary 5.3, \( \pi \) is Sp-distinguished and by Lemma 2.2, \( \lambda(m) \) is Sp-distinguished.

Apply the notation of §10.1.2. In order to show that \( L(m) \) is Sp-distinguished it is enough to show that \( \mathcal{K} \) is not Sp-distinguished (by Lemma 2.3). By Theorem 10.2 it is enough to show that \( \mathcal{K}_i \) is not Sp-distinguished for all \( i = 1, \ldots, 2m-1 \).

Note that

\[
m_i = \{\Delta_1, \ldots, \Delta_{i-1}, [a_{i+1}, b_i]_\rho, [a_i, b_{i+1}]_\rho, \Delta_{i+2}, \ldots, \Delta_k\} \in \mathcal{O}_\rho
\]
is ordered by strictly decreasing end points and is therefore, in particular, a set and in standard form. Thus \( K_t \simeq \lambda(m_t) \). By Corollary 9.2, it is enough to show that \( m_t \) is not of Speh type for all \( i = 1, \ldots, 2m - 1 \).

Assume by contradiction that \( m_t \) is of Speh type. Let \( \Delta'_j = \Delta_j \) for \( j \neq i, i + 1 \), \( \Delta'_i = [a_{i+1}, b_i]_\rho \) and \( \Delta'_{i+1} = [a_i, b_{i+1}]_\rho \). Since \( m_t = \{ \Delta'_1, \ldots, \Delta'_{2m} \} \) is ordered by strictly decreasing end points we clearly must have \( \Delta'_{2j-1} = \nu \Delta'_{2j} \) for all \( j = 1, \ldots, m \). If \( i \) is odd this implies that \( a_{i+1} = a_i + 1 \) contradicting the inequality \( a_i > a_{i+1} \). If \( i \) is even this implies that \( a_{i-1} = a_{i+1} + 1 \) contradicting the fact that \( a_{i-1} > a_i > a_{i+1} \) are integers. The theorem follows. \( \square \)

10.2. DISTINCTION OF LADDER REPRESENTATIONS—THE Z ASPECT. The class of ladder representations is closed under Zelevinsky involution. We now reinterpret the classification above in order to characterize the ladders \( m \in O_\rho \) so that \( Z(m) \) is Sp-distinguished.

10.2.1. Recall that in [MW86], Mœglin and Waldspurger describe a combinatorial algorithm to compute \( m' \) for \( m \in O_\rho \). This algorithm takes a particularly simple form if \( m \) is a ladder, as described in [LM14, §3.2]. In particular, Lapid and Mínguez observe that \( m \in O_\rho \) is a ladder if and only if \( m' \) is a ladder. Thus, \( Z(m) \) is a ladder representation for a ladder \( m \in O_\rho \) and every ladder representation is of this form for some ladder \( m \).

In §11.0.3 we give a recursive characterization of the Mœglin and Waldspurger algorithm for ladders based on [LM14, §3.2].

10.2.2. The following is another elementary observation that follows from §11.0.3. We omit the simple proof.

**Lemma 10.4.** Let \( m \in O_\rho \) be a ladder and let \( m' = \{ \Delta_1, \ldots, \Delta_k \} \) be ordered as a ladder. Then \( m \) is of Speh type if and only if \( \ell(\Delta_i) \) is even for all \( i = 1, \ldots, k \) and \( \ell(\Delta_i \cap \Delta_{i+1}) \) is odd for all \( 1 \leq i \leq k - 1 \) such that \( \Delta_i \cup \Delta_{i+1} \) is a segment. \( \square \)

10.2.3. Combining Lemma 10.4 and Theorem 10.3 we obtain another classification of Sp-distinguished ladder representations.

**Corollary 10.5.** Let \( \rho \in \text{Cusp} \) and \( m = \{ \Delta_1, \ldots, \Delta_k \} \in O_\rho \) be a ladder. Then \( Z(m) \) is Sp-distinguished if and only if we have

1. \( \ell(\Delta_i) \) is even for all \( i = 1, \ldots, k \) and
2. \( \ell(\Delta_i \cap \Delta_{i+1}) \) is odd for all \( 1 \leq i \leq k - 1 \) such that \( \Delta_i \cup \Delta_{i+1} \) is a segment.

\( \square \)

**Remark 10.6.** In [OS08b], we obtained a classification of the Sp-distinguished unitary dual in terms of Tadic’s classification ([Tad86]). Recall (see Remark 7.3) that a Speh representation \( L(\{ \Delta, \nu \Delta, \ldots, \nu^{n-1} \Delta \}) \) is Sp-distinguished if and only if it is even (i.e. \( n \) is even). Any unitary representation is a product of Speh representations and it was already proved in [OS07] that a product of even Speh representations is Sp-distinguished. The disjointness of Klyachko models
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obtained in [OS08b], together with a prescribed model for any irreducible unitary representation [OS08a, Theorem 3.7] imply that if an irreducible product of Speh representations is Sp-distinguished then all Speh representations in the product are even. Based on our current results, we can reprove this implication without reference to Klyachko models as follows. If \( \Delta \subseteq \rho^Z \) for \( \rho \in \text{Cusp} \) and \( \ell = \ell(\Delta) \) then it is well known that \( L(\{\Delta, \nu\Delta, \ldots, \nu^{\ell-1}\Delta\}) = Z(\{\Delta', \nu\Delta, \ldots, \nu^{\ell'}\Delta'\}) \) for some segment \( \Delta' \subseteq \rho^Z \) with \( \ell(\Delta') = n \). If \( Z(m) = \pi_1 \times \cdots \times \pi_k \in \text{Irr} \) is Sp-distinguished and \( \pi_i = Z(m_i) \) is a Speh representation for all \( i = 1, \ldots, k \), then \( m = m_1 + \cdots + m_k \) and it follows from Proposition 7.5 and the results of \( \S 5.2 \) that all segments in \( m \) are of even length, i.e., that all \( \pi_i \)'s are even Speh representations.

10.2.4. Our next goal is to study the Sp-distinguished representations in the class of representations in \( \text{Irr} \) that are induced from ladder representations. We only obtain a classification of this class conditional to Hypothesis 8.5. Our proof is based on certain combinatorial statements concerning the multi-sets in \( O_{\rho} \) that are obtained as sums of ladders in the above context. It is more convenient, to formulate these technical results by unlabeling. We therefore, now use the convention that \( m \in O_{\rho} \) satisfies a property on \( O_{\rho} \) if its \( \rho \)-labeling satisfies this property. The next section collects the required results on multi-sets in \( O_{\rho} \).

11. On sums of ladders of Speh type

11.0.1. For segments \( \Delta, \Delta' \in Sgm \), write \( \Delta \leq_b \Delta' \) if either \( b(\Delta) < b(\Delta') \) or \( b(\Delta) = b(\Delta') \) and \( e(\Delta) \leq e(\Delta') \). Thus, \( \leq_b \) is a linear order on \( Sgm \).

11.0.2. Let \( \ell \in \mathbb{N} \) and \( m \in O_{\rho} \) be such that \( \ell(\Delta) = \ell \) for all \( \Delta \in m \). If \( \Delta \in m \) is minimal with respect to \( \leq_b \) then we can express \( m \) as a linear combination

\[
m = \sum_{n=0}^{N} a_n \{\nu^n \Delta\}
\]

with \( a_0 \in \mathbb{N} \) and \( a_n \in \mathbb{Z}_{\geq 0} \) for all \( n = 1, \ldots, N \) for some large enough \( N \in \mathbb{N} \).

Lemma 11.1. With the above assumptions and notation, if \( m \) is of Speh type then

\[
\sum_{n=0}^{N} (-1)^{N-n} a_n = 0.
\]

Proof. Note that

\[
m = \sum_{n=0}^{N-1} b_n (\{\nu^n \Delta\} + \{\nu^{n+1} \Delta\}) + b_N \{\nu^N \Delta\}
\]

where \( b_0 = a_0 \) and \( b_n = \sum_{i=0}^{n} (-1)^{n-i} a_i \). If \( m \) is of Speh type, then it follows that \( b_n \geq 0 \) for all \( n \) and that, as required, \( b_N = 0 \). \( \square \)
11.0.3. As observed by Moeglin and Waldspurger the Zelevinsky involution \( \pi^t = L(m^t) \) of a rigid representation \( \pi = L(m) \in \text{Irr} \) where \( m \in \mathcal{O}_\rho \) is ‘blind’ to the cuspidal line \( \rho^\pi \) where it is supported. Indeed, the Moeglin-Waldspurger algorithm defines an involution on \( \mathcal{O}_Z \) that gives \( m \mapsto m^t \) via \( \rho \)-labeling. We now explicate a recursive characterization of the Moeglin-Waldspurger algorithm defines an involution on \( \mathcal{O}_Z \) that gives \( m \mapsto m^t \) via \( \rho \)-labeling. We now explicate a recursive characterization of the Moeglin-Waldspurger algorithm.

In other words, in order to obtain the ladder \( \Delta \), we first write \( \Delta = [a, b] \in \text{Sgm} \) we have \( \{ \Delta \}^t = \sum_{c=a}^b \{ c \} = \{ \{ b \}, \ldots, \{ a \} \} \). Let \( m = \{ \Delta_1, \ldots, \Delta_k, \Delta_{k+1} \} \) be a ladder and let \( m' = \{ \Delta_1, \ldots, \Delta_k \} \). Write \( \Delta_i = [a_i, b_i] \). Let \( (m')^t = \{ \Delta'_1, \ldots, \Delta'_s \} \) be ordered as a ladder. If \( b_{k+1} + 1 < a_k \) then \( m^t = (m')^t + \{ \Delta_{k+1} \}^t \) and therefore

\[
m = \{ \Delta'_1, \ldots, \Delta'_s, (b_{k+1}), \ldots, (a_{k+1}) \}
\]

is ordered as a ladder. Otherwise, let \( c = s - (b_{k+1} - a_k + 2) \). Then \( c \geq 0 \) and

\[
(11) \quad m^t = \{ \Delta'_1, \ldots, \Delta'_s, + \Delta'_{s+1}, \ldots, + \Delta'_{s+w}, (a_k - 2), \ldots, (a_{k+1}) \}
\]

where \( +[a, b] = [a - 1, b] \).

In other words, in order to obtain the ladder \( m^t \) from \( (m')^t \) one has to perform the following steps. If \( \Delta_{k+1} \neq \Delta_k \) then add to \( m' \) at the tail of the ladder, the ladder \( (\Delta_{k+1})^t \), i.e., the \( \ell(\Delta_{k+1}) \) length one segments consisting of elements of \( \Delta_{k+1} \) in decreasing order. Otherwise, \( b_{k+1} - a_k + 2 \geq 1 \). Starting with \( (m')^t \), replace \( \Delta \) by \( + \Delta \) for each of the last \( b_{k+1} - a_k + 2 \) segments of \( (m')^t \) and then add at the tail of the resulting ladder, the \( a_k - a_{k-1} - 1 \) length one segments consisting of elements of \( \{ a_{k+1}, a_k - 2 \} \) in decreasing order.

11.0.4. Let \( m_1, \ldots, m_k \in \mathcal{O}_Z \) be ladders and let \( \Delta_0 \) be minimal in \( m = m_1 + \cdots + m_k \) with respect to \( \leq \). Let \( m_i^1 = m_i \) if \( \Delta_0 \not\in m_i \) and \( m_i^1 = m_i - \{ \Delta_0 \} \) otherwise.

**Lemma 11.2.** With the above notation, suppose that the ladder \( (m_i^1)^t \) is of Speh type for all \( i = 1, \ldots, k \) and that \( \ell(\Delta_0) \) is even. If \( n = m_1^1 + \cdots + m_k^1 \) is of Speh type then \( m_i^1 \) is of Speh type for all \( i = 1, \ldots, k \).

**Proof.** If \( m_i = m_i^1 \) then \( m_i^1 \) is of Speh type. If \( m_i \neq m_i^1 \), let \( \Delta_i \) be the minimal segment in \( m_i^1 \) with respect to \( \leq \). If \( \Delta_0 \not\in \Delta_i \), then it follows from §11.0.3 that \( m_i^1 = (m_i^1)^t + \{ \Delta_0 \}^t \). Since \( \ell(\Delta_0) \) is even it follows that \( m_i^1 \) is of Speh type. If \( \Delta_0 \not\in \Delta_i \), then \( \Delta_0 \cup \Delta_i \) is a segment and by Lemma 10.4 (applied once with \( m = m_i^1 \) and once with \( m = (m_i^1)^t \)), \( m_i^1 \) is of Speh type if and only if \( \ell(\Delta_0 \cap \Delta_i) \) is odd.

Let \( A = \{ 1 \leq i \leq k : m_i^1 \) is not of Speh type \} and \( n = n_1 + n_2 \) where \( n_1 = \sum_{i \in A} m_i^1 \). Assume by contradiction, that \( n \) is of Speh type and \( n_1 \neq 0 \) (i.e. \( A \neq 0 \)).

Let \( i \in A \) and \( c_i = s_i - (e(\Delta_0) - b(\Delta_i) + 2) \) where \( s_i = \left| (m_i^1)^t \right| \). Note that by the above remarks, \( s_i - c_i = e(\Delta_0) - b(\Delta_i) + 2 = \ell(\Delta_0 \cap \Delta_i) + 1 \geq 1 \) is odd. Since \( (m_i^1)^t \) is of Speh type, \( s_i \) is even, hence \( c_i \) is also odd. Furthermore,
Therefore, by Lemma 11.1, each of them satisfies the linear condition.

By assumption, we have $\nu(\Delta) + 1 = 0$. But since $\nu(\Delta) = 1$ for $i = 1, \ldots, (s_i - c_i - 1)/2$ and $x_0 = b(\Delta_0)$. Note further that $b(\Delta(c_i+1)/2)) = e(\Delta_0)$ is independent of $i \in A$. Thus, we may decompose $m_i = a_i + \nu(\Gamma_i, \Delta(c_i+1)/2) + b_i + \{x_0\}

where $a_i$ and $b_i$ are of Speh type, $b(\Delta) > e(\Delta_0) + 2$ for all $\Delta \in a_i$, $b(\Delta) < e(\Delta_0)$ for all $\Delta \in b_i$ and $\Gamma_i \in \text{Sgm}$ is such that $b(\nu \Gamma_i) = e(\Delta_0)$ and therefore also $b(\nu \Gamma_i) = e(\Delta_0) + 2$. In particular, $b(\Delta) \neq e(\Delta_0) + 1$ for all $\Delta \in m_i$.

Fix $i_0 \in A$ and let $\ell = \ell(\nu \Gamma_i) > 1$, $B = \{i \in A : \ell = \ell(\nu \Gamma_i)\}$ and $C = \{i \in A : \ell = \ell(\nu \Gamma_i)\}$. Since $\ell(\nu \Gamma_i) = \ell(\nu \Gamma_i) + 1$, $B$ and $C$ are disjoint. We have

$m_i = a_i + \nu \Gamma_i + b_i + \{x_0\}$

Set $\Delta = \nu \Gamma_i$ and note further that for $i \in B$ we have $\nu \Gamma_i = \Delta$ and for $i \in C$ we have $\nu \Gamma_i = \nu_2 \Delta$. It follows that

$n(\ell) = n_1(\ell) + n_2(\ell) = (|B| \{\Delta\} + |C| \{\nu_2 \Delta\}) + \sum_{i \in A} (a_i(\ell) + b_i(\ell)) + n_2(\ell)$.

By assumption $n(\ell)$ and $\sum_{i \in A} (a_i(\ell) + b_i(\ell)) + n_2(\ell)$ are both of Speh type and therefore, by Lemma 11.1, each of them satisfies the linear condition (10). It follows that $|B| \{\Delta\} + |C| \{\nu_2 \Delta\}$ satisfies the same linear condition, i.e., that $|B| + |C| = 0$. But since $i_0 \in B$ this is a contradiction.

12. On Distinction of Representations Induced from Ladder

We now study distinction in the class of representations in Irr that are induced from ladder representations. For a product of more than two ladder representations, our results are only conditional on Hypothesis 8.6.

12.0.1. We recall [LM, Lemma 5.17]. It reduces the reducibility of a product of ladder representations to induction from a maximal parabolic.

**Lemma 12.1.** Let $\pi_1, \ldots, \pi_k$ be ladder representations and let $\pi = \pi_1 \times \cdots \times \pi_k$.

Then $\pi \in \text{Irr}$ if and only if $\pi_i \times \pi_j \in \text{Irr}$ for all $i < j$. 
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12.0.2. For a maximal parabolic, the following criterion is a combination of [LM, Proposition 5.21 and Lemma 5.22].

**Definition 12.2.** Let $\mathfrak{m} = \{\Delta_1, \ldots, \Delta_t\}$ and $\mathfrak{n} = \{\Delta'_1, \ldots, \Delta'_s\}$ be ladders in $\mathcal{O}_p$. We say that the condition $NC(\mathfrak{m}, \mathfrak{n})$ is satisfied if there exist $k \geq 0$, $1 \leq i \leq t$ and $1 \leq j \leq s$ such that $i + k \leq t$, $j + k \leq s$ and the following properties are satisfied:

1. $\Delta_{i+l} \prec \Delta'_{j+l}$ for all $l = 0, \ldots, k$;
2. $\nu^{-1}_i \Delta_{i-1} \nexists \Delta'_{j}$ if $i > 1$;
3. $\nu^{-1}_i \Delta_{i+k} \nexists \Delta'_{j+k+1}$ if $j + k + 1 \leq s$.

**Proposition 12.3.** In the above notation $Z(\mathfrak{m}) \times Z(\mathfrak{n}) \in \text{Irr}$ if and only if neither $NC(\mathfrak{m}, \mathfrak{n})$ nor $NC(\mathfrak{n}, \mathfrak{m})$ hold.

The main result of this section requires some preparation.

12.0.3. For segments $\Delta, \Delta' \in \mathcal{O}_p$, write $\Delta \leq_b \Delta'$ if either $b(\Delta) < b(\Delta')$ or $b(\Delta) \leq b(\Delta')$ and $e(\Delta) \leq e(\Delta')$. Thus, $\leq_b$ is a linear order on $\mathcal{O}_p$.

**Lemma 12.4.** Let $\mathfrak{m}, \mathfrak{n} \in \mathcal{O}_p$ be ladders such that $Z(\mathfrak{m}) \times \cdots \times Z(\mathfrak{n}) \in \text{Irr}$. Let $\Delta_0$ be a minimal segment in $\mathfrak{m} + \cdots + \mathfrak{n}$ with respect to $\leq_b$ and let

$$m^+_i = \begin{cases} m_i - \{\Delta_0\} & \text{if } \Delta_0 \in m_i \\ m_i & \text{otherwise.} \end{cases}$$

Then $Z(m^+_1) \times \cdots \times Z(m^+_k) \in \text{Irr}$.

**Proof.** By Lemma 12.1, it is enough to prove the lemma for the case $k = 2$. Note that if $\Delta_0 \notin \mathfrak{m}_i$, $i = 1, 2$, then $m_i = m^+_i$ and we have nothing to prove. Thus we assume that $\Delta_0$ belongs to at least one of the two multi-sets. By the symmetry of the irreducibility criterion of Proposition 12.3, we may assume without loss of generality that $\Delta_0 \in \mathfrak{m}_1$. Write $\mathfrak{m}_1^+ = \{\Delta_1, \ldots, \Delta_t\}$ and $\mathfrak{m}_2^+ = \{\Delta'_1, \ldots, \Delta'_s\}$ ordered as ladders. Note that $\mathfrak{m}_1 = \{\Delta_1, \ldots, \Delta_t, \Delta_0\}$ is ordered as a ladder.

Assume by contradiction that $Z(m^+_1) \times Z(m^+_2)$ reduces. It follows from Proposition 12.3 that either $NC(m^+_1, m^+_2)$ or $NC(m^+_2, m^+_1)$ is satisfied.

We separate into two cases and show that in each case this implies that either $NC(m_1, m_2)$ or $NC(m_2, m_1)$ holds. Since this is a contradiction to Proposition 12.3 the lemma will follow.

Consider first the case that $\Delta_0 \notin \mathfrak{m}_2$ (i.e., $m_2 = m^+_2$) and $NC(m^+_1, m^+_2)$ holds. Let $i, j, k$ be the indices satisfying (1)-(3) of Definition 12.2 for $(m^+_1, m^+_2)$. Then the same indices $i, j, k$ show that $NC(m^+_1, m^+_2)$ holds.

Next consider the case $\Delta_0 \in \mathfrak{m}_2$ or $NC(m^+_1, m^+_2)$ doesn’t hold. If $\Delta_0 \notin \mathfrak{m}_2$ then by assumption $NC(m^+_1, m^+_2)$ holds. If $\Delta_0 \in \mathfrak{m}_2$ then by symmetry between $m_1$ and $m_2$, without loss of generality, we may also assume that $NC(m^+_1, m^+_2)$ holds.

If the indices $i, j, k$ satisfy (1)-(3) of Definition 12.2 for $(m^+_1, m^+_2)$ then for the same indices (1) and (2) are automatic for $(m_2, m_1)$, while (3) is automatic unless $j + k = t$ in which case (3) reads $\nu^{-1} \Delta'_{j+k} \nexists \Delta_0$. By the minimality
of $\Delta_0$ and since $\Delta_0 \notin \mathfrak{m}_1^\perp$, it follows that $\nu^{-1}\Delta' \neq \Delta_0$ for all $\Delta' \in \mathfrak{m}_1^\perp$, and in particular for $\Delta' = \Delta'_{i+1}$. It therefore follows that $NC(\mathfrak{m}_2, \mathfrak{m}_1)$ holds.

12.0.4. Define an operation $\mathfrak{m} \mapsto \mathfrak{m}'$ on $\mathcal{O}_\nu$ as follows. For $\mathfrak{m} \in \mathcal{O}_\nu$, let $\Delta_0$ be minimal in $\mathfrak{m}$ with respect to $\leq_\nu$ and $\mathfrak{m}' = \mathfrak{m} - \mathfrak{m}(\Delta_0)\{\Delta_0\}$.

**Proposition 12.5.** Let $\Omega \subseteq \mathcal{O}_\nu$ be a subset closed under the operation $\mathfrak{m} \mapsto \mathfrak{m}'$ and such that Hypothesis 8.6 holds for all $\mathfrak{m}'$ for all $\mathfrak{m} \in \Omega$. Let $\pi_1, \ldots, \pi_k$ be ladder representations such that $\pi = \pi_1 \times \cdots \times \pi_k \in \text{Irr}$. Let $\mathfrak{m} \in \mathcal{O}_\nu$ be such that $\pi = Z(\mathfrak{m})$ and assume that $\mathfrak{m} \in \Omega$. If $\pi$ is Sp-distinguished then $\pi_i$ is Sp-distinguished for all $i = 1, \ldots, k$.

**Proof.** Let $\mathfrak{m}_1, \ldots, \mathfrak{m}_k$ be ladders such that $\pi_i = Z(\mathfrak{m}_i)$, $i = 1, \ldots, k$. Since $\pi$ is irreducible, we have $\mathfrak{m} = \mathfrak{m}_1 + \cdots + \mathfrak{m}_k$.

The proof is by induction on $|\mathfrak{m}|$. For $|\mathfrak{m}| = 0$ there is nothing to prove. Let $\Delta_0$ be the minimal segment in $\mathfrak{m}$ with respect to $\leq_\nu$. Let $\mathfrak{n}_0 = \mathfrak{m}(\Delta_0)\{\Delta_0\}$ so that $\mathfrak{m} = \mathfrak{m}' + \mathfrak{n}_0$ and let $\mathfrak{m}_i = \min\{\mathfrak{m}_i, \mathfrak{m}'\}$, $i = 1, \ldots, k$. Note that

$$\mathfrak{m}_i = \begin{cases} \mathfrak{m}_i' & \Delta_0 \in \mathfrak{m}_i \\ \mathfrak{m}_i & \text{otherwise} \end{cases}$$

and $\mathfrak{m}' = \mathfrak{m}_1^\perp + \cdots + \mathfrak{m}_k^\perp$. By the definition of $\mathfrak{m}$, $\pi$ is the unique irreducible quotient of $\zeta(\mathfrak{m})$. Since no segment in $\mathfrak{m}'$ precedes $\Delta_0$ we have $\zeta(\mathfrak{m}) = \zeta(\mathfrak{n}_0) \times \zeta(\mathfrak{m}')$ and therefore $\pi$ is also the unique irreducible quotient of $Z(\mathfrak{n}_0) \times Z(\mathfrak{m}')$.

Thus, by Lemma 2.2, $Z(\mathfrak{n}_0) \times Z(\mathfrak{m}')$ is Sp-distinguished. Apply the notation of §3.3.7 with $k = 2$ for an orbit that is relevant to $Z(\mathfrak{n}_0) \otimes Z(\mathfrak{m}')$ (by Lemma 5.1).

It follows from Corollary 4.5 and (3) that there exist irreducible components $\sigma_1$ of $r_{M_{i_1}, G_{n_1}}(Z(\mathfrak{n}_0))$ and $\sigma_2$ of $r_{M_{i_2}, G_{n_2}}(Z(\mathfrak{m}'))$ such that writing $\sigma_i = \sigma_{i_1} \otimes \cdots \otimes \sigma_{i_k}$, $i = 1, 2$, $\sigma_{i,j} \in \text{Irr}$, $j = 1, \ldots, k_i$ we have $\sigma_i = \nu \sigma_{\tau(i)}$ whenever $i < \tau(i)$ and $\sigma_i$ is Sp-distinguished if $\tau(i) = i$.

By [Zel80, Theorem 4.2] we have

$$Z(\mathfrak{n}_0) = \overbrace{Z(\Delta_0) \times \cdots \times Z(\Delta_0)}^{\text{m(\Delta_0)\times times}}.$$

In particular, it follows from the geometric lemma of Bernstein and Zelevinsky [BZ77, §2.12] and §7.2.3 that $\sigma_{1,1} = Z(\Delta)$ for some segment satisfying $b(\Delta) = b(\Delta_0)$. If $\tau(1,1) \neq (1,1)$ then, by (5) and the fact that $k = 2$, we must have $\tau(1,1) = (2, k_2)$ and therefore $\nu^{-1}\sigma_{1,1} = \sigma_{2, k_2}$. But since $\text{Supp}(\sigma_{2, k_2}) \subseteq \text{Supp}(\sigma_2) \subseteq \text{Supp}(Z(\mathfrak{m}'))$ (see (4)) we have $\nu^{-1}b(\Delta_0) \in \text{Supp}(\nu^{-1}\sigma_{1,1}) \setminus \text{Supp}(\sigma_{2, k_2})$ which is a contradiction. It follows that $\tau(1,1) = (1,1)$ and since $k = 2$, $\tau$ must be trivial.

In other words, both $Z(\mathfrak{n}_0)$ and $Z(\mathfrak{m}')$ are Sp-distinguished. It follows from Proposition 7.5 that $\ell(\Delta_0)$ is even. Let $\pi_i' = Z(\mathfrak{m}_i^\perp)$, $i = 1, \ldots, k$. It follows from Lemma 12.4 that $\pi' = \pi_1' \times \cdots \times \pi_k' \in \text{Irr}$ and therefore $\pi' = Z(\mathfrak{m}')$. 
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By the assumption on \( \Omega \) and the induction hypothesis, \( \pi'_i = L((m_i^t)^t) \) is Sp-distinguished for all \( i = 1, \ldots, k \). By Theorem 10.3, \((m_i^t)^t\) is of Speh type for \( i = 1, \ldots, k \). Since \( \pi = L(m_i^t) \) is Sp-distinguished and \( m_i^t \) satisfies Hypothesis 8.6, by Proposition 9.3, \( m_i^t \) is of Speh type for \( i = 1, \ldots, k \). So, by Proposition 12.5, \( \pi \) is Sp-distinguished for all \( i = 1, \ldots, k \). 

12.0.5. Let \( \Omega_k \) be the set of all \( m \in \mathcal{O}_\rho \) that are obtained as sums of at most \( k \) ladders, i.e. \( m = m_1 + \cdots + m_k \) where \( m_i \) is either zero or a ladder, and such that \( Z(m_1) \times \cdots \times Z(m_k) \in \text{Irr} \). Since both ladder representations and \( \text{Irr} \) are closed under Zelevinsky involution and in the Grothendieck group it is multiplicative, it follows that \( \Omega_k \) is closed under Zelevinsky involution. It further follow from Lemma 12.4 that \( \Omega_k \) is closed under the operation \( m \mapsto m' \) defined in §12.0.4. For a product of two ladder representations this gives the following unconditional result.

**Corollary 12.6.** Let \( \pi_1 \) and \( \pi_2 \) be ladder representations such that \( \pi = \pi_1 \times \pi_2 \in \text{Irr} \). If \( \pi \) is Sp-distinguished then \( \pi_1 \) and \( \pi_2 \) are Sp-distinguished.

**Proof.** Note that \( |m_i| | \leq 2 \) for all \( i \) and all \( m \in \Omega_k \). Since, as remarked above, \( \Omega_2 \) is closed under Zelevinsky involution, it follows from Proposition 8.8 that \( \pi \) satisfies Hypothesis 8.5 for all \( m \in \Omega_k \). Since we also observed above that \( \Omega_2 \) is closed under the operation \( m \mapsto m' \) defined in §12.0.4, the statement follows from Proposition 12.5. 

12.0.6. We conclude this section with an example of a family of imprimitive, Sp-distinguished representations that are not ladders.

**Definition 12.7.** Let \( \mathcal{F} \) denote a set of irreducible representations of the form \( Z(m) \) such that the multi-set \( m = \{\Delta_1, \Delta_2, \Delta_3\} \) satisfies the following properties:

1. \( \ell(\Delta_i) \) is even for all \( i \).
2. \( \Delta_1 \subseteq \nu \Delta_2 \) and \( \Delta_1 \subseteq \nu^{-1} \Delta_2 \).
3. \( \ell(\Delta_3 \cap \Delta_1) \) and \( \ell(\Delta_3 \cap \Delta_2) \) are both odd.

Note that (2) implies that \( \Delta_1 \subseteq \Delta_2 \) which in particular implies that none of these representations are ladders. Further note that \( \mathcal{F} \) consists of only rigid representations and \( \pi \in \mathcal{F} \) if and only if \( \pi^{\nu} \in \mathcal{F} \). The conditions on the length of the segments in \( m \) imply that the pairs \( \{\Delta_1, \Delta_3\} \) and \( \{\Delta_2, \Delta_3\} \) are linked. A simple example of a representation in \( \mathcal{F} \) is \( Z([\nu^2, \nu^4], [\nu, \nu^6], [1, \nu^3]) \).

The next lemma shows that indeed any representation in \( \mathcal{F} \) has the desired properties. Before we proceed, recall that an elementary operation on an arbitrary multi-set \( m \) is to choose a pair of linked segments in it and replace the pair by their union and their intersection. By [Zel80, Theorem 7.1] any irreducible subquotient of \( \zeta(m) \) is of the form \( Z(n) \) where \( n \) is a multi-set obtained from \( m \) by a sequence of elementary operations on it.

**Lemma 12.8.** Let \( \pi \in \mathcal{F} \). Then \( \pi \) is Sp-distinguished and imprimitive.
Proof. Let \( m = \{\Delta_1, \Delta_2, \Delta_3\} \) be a multi-set satisfying the conditions (1), (2) and (3) of Definition 12.7 and \( \pi = Z(m) \). By Corollary 10.5, \( Z(\Delta_i) \) is Sp-distinguished, \( i = 1, 2, 3 \) and therefore by Corollary 5.3,

\[
I(m) = Z(\Delta_1) \times Z(\Delta_2) \times Z(\Delta_3)
\]
is Sp-distinguished.

Applying [Zel80, Theorem 1.9] to \( \zeta(m) \) we get that \( \pi \) occurs as a subquotient of \( I(m) \). We now analyze the other possible irreducible subquotients of \( I(m) \) using [Zel80, Theorem 1.9 and Theorem 7.1]. Since \( \Delta_1 \subseteq \Delta_2 \), any elementary operation on \( m \) is performed on either \( \{\Delta_1, \Delta_3\} \) or on \( \{\Delta_2, \Delta_3\} \). The result will respectively contain either \( \Delta_1 \cap \Delta_3 \) or \( \Delta_2 \cup \Delta_3 \), which are of odd length. Since the first is contained in and the second contains all three segments any further sequence of operations will result in a multi-set containing one of them. Thus by Proposition 7.5 none of these subquotients are Sp-distinguished. The Sp-distinction of \( \pi \) now follows from Lemma 2.3.

Next we show that \( \pi \) is imprimitive. Assume, if possible, that it is not so. Then there exists indices \( i, j, k \) such that \( \{i, j, k\} = \{1, 2, 3\} \) and \( \pi \cong Z(\Delta_i) \times Z(\Delta_j, \Delta_k) \). By considering the multi-set \( m' \) instead of \( m \) if required, assume further that \( \Delta_3 \prec \Delta_2 \) and hence \( \Delta_3 \prec \Delta_1 \). Note that \( Z(\Delta_1, \Delta_2) \times Z(\Delta_3) \cong I(m) \) which is reducible by [Zel80, Theorem 4.2]. Thus \( \pi \cong Z(\Delta_i, \Delta_3) \times Z(\Delta_j) \) where \( \{i, j\} = \{1, 2\} \). It follows from Proposition 12.3 and condition (2) of Definition 12.7 that this product is reducible which is a contradiction. \( \Box \)

13. On distinction by Klyachko subgroups

We continue the study of Klyachko models for representations of \( GL_n(F) \), following [HR90], [OS08a] and [OS08b]. Over finite fields Klyachko models were introduced in [Kly83]. In that case, it is a disjoint family of models and their direct sum contains every irreducible representation with multiplicity one [IS91]. Over a non-archimedean local field, Heumos and Rallis observed that some (non-unitary) representations do not admit a Klyachko model. The second and the third authors showed that the direct sum of all Klyachko models is multiplicity free and prescribed a model to any representation in the unitary dual.

In this section, we reduce the study of Klyachko models on the admissible dual to rigid representations and prove that models behave well with respect to parabolic induction.

13.1. The Klyachko model setting.

13.1.1. Let \( G = G_n \). For a decomposition \( n = 2k + r \) let

\[
H_{2k+r} = \left\{ \begin{pmatrix} h & X \\ 0 & u \end{pmatrix} : h \in Sp_{2k}(F), X \in M_{2k \times r}(F), u \in N_r \right\}
\]

and \( \psi = \psi_{2k,r} \) be defined by

\[
\psi\left( \begin{pmatrix} h & X \\ 0 & u \end{pmatrix} \right) = \psi(u).
\]
Remark is (to the study of Sp-distinction and generic representations. It allows a reduction of many of the problems concerned with Klyachko models.

13.1.4. The main tool in our study of Klyachko models is the theory of distinguished representations. More generally, if \( \pi \in \text{Irr} \) then \( \pi^\sigma \simeq \pi^\tau \), by [GK75], and we get a natural isomorphism
\[
(13) \quad \text{Hom}_{H_{2k,r}}(\pi, \psi) \simeq \text{Hom}_{H'_{r,2k}}(\pi^\sigma, \psi).
\]
In particular, \( \pi \) is \( (H_{2k,r}, \psi) \)-distinguished if and only if \( \pi^\sigma \) is \( (H'_{r,2k}, \psi) \)-distinguished. More generally, if \( \pi_1, \ldots, \pi_t \in \text{Irr} \) then \( (\pi_1 \times \cdots \times \pi_t)^\sigma \simeq \pi_1^\sigma \times \cdots \times \pi_t^\sigma \) and therefore
\[
(14) \quad \text{Hom}_{H_{2k,r}}(\pi_1 \times \cdots \times \pi_t, \psi) \simeq \text{Hom}_{H'_{r,2k}}(\pi_1^\sigma \times \cdots \times \pi_t^\sigma, \psi).
\]
In particular, \( \pi_1 \times \cdots \times \pi_t \) is \( (H_{2k,r}, \psi) \)-distinguished if and only if \( \pi_1^\sigma \times \cdots \times \pi_t^\sigma \) is \( (H'_{r,2k}, \psi) \)-distinguished.

Remark 13.1. We remark that the proof of [OS08a, Theorem 3.7] applied to \( \pi \) in [OS08a, Lemma 3.1], where (13) was mistakenly formulated for any representation \( \pi \). The isomorphism (14) suffices to fill the gap. In any case, we provide in the sequel an independent generalization of [OS08a, Theorem 3.7].

13.1.3. Let \( \pi \in \text{Irr} \cap \Pi(G_n) \). If \( \pi \) is \( (H_{2k,r}, \psi) \)-distinguished for some decomposition \( n = 2k + r \) then by (1) it imbeds in \( \text{Ind}_{H_{2k,r}}(\psi) \) and we say that it admits a Klyachko model.

By the uniqueness and disjointness of Klyachko models, [OS08b, Theorem 1], both the imbedding (up to a constant multiple) and the decomposition \( n = 2k + r \) are uniquely determined by \( \pi \). (Indeed, in the main result on distributions [OS08b, Proposition 1] implying [OS08b, Theorem 1] \( H_{2k,r} \) and \( H'_{r,2k} \) are in symmetry.) In that case we denote by
\[
r(\pi) = r
\]
the Klyachko type of \( \pi \).

13.1.4. The main tool in our study of Klyachko models is the theory of derivatives of representations of \( G_n \) developed in [GK75], [BZ76], [BZ77] and [Zel80]. It allows a reduction of many of the problems concerned with Klyachko models to the study of Sp-distinction and generic representations.
For \( \pi \in \Pi(G_n) \) and any \( r = 0, 1, \ldots, n \) we denote by \( \pi^{(r)} \) the \( r \)-th derivative of \( \pi \) as defined in [BZ77, §3.5 and §4.3]. It is a functor from \( \Pi(G_n) \) to \( \Pi(G_{n-r}) \).

As a consequence of [BZ77, Lemma 4.7(a)] we have

**Lemma 13.2.** Let \( \pi \in \Pi(G_n) \). Then, \( \text{Supp}(\pi^{(r)}) \subseteq \text{Supp}(\pi) \) for all \( 0 \leq r \leq n \). \( \square \)

13.1.5. As observed in [OS08a, (3.2)], it follows from [Zel80, Proposition 3.7] that for \( n = 2k + r \) and \( \pi \in \Pi(G_n) \) there is a natural linear isomorphism

\[
\text{Hom}_{H_{2k+2}}(\pi, \psi) \simeq \text{Hom}_{\text{Sp}_{2k}(F)}(\pi^{(r)}, 1).
\]

This is the reason that we prefer \( H_{2k, r} \) to \( H'_{2k, r} \).

Note that, in particular, \( \pi \) is generic if and only if \( \pi^{(n)} \neq 0 \).

13.2. **Hereditary property of Klyachko models.** As we observe below, Klyachko models behave well with respect to parabolic induction.

**Proposition 13.3.** Let \( \pi_i \in \Pi(G_{n_i}) \) and \( n_i = 2k_i + r_i \) be such that \( \pi_i \) is \((H_{2k_i, r_i}, \psi)\)-distinguished for \( i = 1, \ldots, t \). Then \( \pi = \pi_1 \times \cdots \times \pi_t \) is \((H_{2k, r}, \psi)\)-distinguished where \( k = k_1 + \cdots + k_t \) and \( r = r_1 + \cdots + r_t \).

**Proof.** Induction on \( t \) reduces the statement to the case \( t = 2 \) that we now assume. Let \( \pi_s = \nu^s \pi_1 \times \pi_2 \) for \( s \in \mathbb{C} \), so that \( \pi = \pi_0 \).

Recall that by the Leibnitz rule, [BZ77, Lemma 4.5], \( \pi_s^{(r)} \) admits a filtration with factors \( (\nu^s \pi_1)^{(i)} \times \pi_2^{(r-i)} \simeq \nu^s \pi_1^{(i)} \times \pi_2^{(r-i)} \), \( i = 0, \ldots, r \). Note, that there exists a small enough punctured neighborhood \( U \) of \( s = 0 \), so that for \( i \neq j \) the central characters of the (finitely many) irreducible components of \( \nu^s \pi_1^{(i)} \times \pi_2^{(r-i)} \) and of \( \nu^s \pi_1^{(j)} \times \pi_2^{(r-j)} \) are disjoint. It follows that for \( s \in U \) we have

\[
\pi_s^{(r)} \simeq \oplus_{i=0}^r (\nu^s \pi_1^{(i)} \times \pi_2^{(r-i)}).
\]

In fact, when realizing all \( \pi_s \) in the representation space of \( \pi \), this direct sum decomposition is independent of \( s \in U \). It follows, that there is a meromorphic map \( P_s : \pi_s^{(r)} \to \nu^s \pi_1^{(r_1)} \times \pi_2^{(r_2)} \), that is surjective for \( s \in U \).

By (15), \( \pi_1^{(r_1)} \) is \( \text{Sp}_{2k_i}(F) \)-distinguished, \( i = 1, 2 \) and therefore, by Lemma 5.2, there exists a non-zero, meromorphic family of linear forms \( \ell_s \) such that in a possibly smaller punctured neighborhood \( U_0 \) of \( s = 0 \) we have \( \ell_s \in \text{Hom}_{\text{Sp}_{2k_i}(F)}(\nu^s \pi_1^{(r_1)} \times \pi_2^{(r_2)}, 1) \). Therefore, \( \ell_s \circ P_s \in \text{Hom}_{\text{Sp}_{2k_i}(F)}(\pi_s^{(r)}, 1) \) is non-zero for \( s \in U_0 \). As in Corollary 5.3, a leading term argument implies that \( \pi^{(r)} = \pi_0^{(r)} \) is \( \text{Sp}_{2k}(F) \)-distinguished and therefore, by (15), \( \pi \) is \((H_{2k, r}, \psi)\)-distinguished. \( \square \)

13.3. **Reduction to cuspidal lines.** We reduce the study of \((H_{2k, r}, \psi)\)-distinguished representations in \( \Pi \) to rigid representations, in fact, more generally to totally disjoint supports (Definition 5.7).
Proposition 13.4. Let \( \pi_i \in \Pi, i = 1, \ldots, t \) be such that \( \text{Supp}(\pi_i) \) and \( \text{Supp}(\pi_j) \) are totally disjoint for all \( i \neq j \). Then \( \pi = \pi_1 \times \cdots \times \pi_t \) admits a Klyachko model if and only if \( \pi_i \) admits a Klyachko model for all \( i = 1, \ldots, t \). More precisely, \( \pi \) is \( (H_{2k,r}, \psi) \)-distinguished if and only if \( \pi_i \) is \( (H_{2k,r}, \psi) \)-distinguished, \( i = 1, \ldots, t \) for some decomposition \( r = r_1 + \cdots + r_t \).

Proof. The 'if' part is immediate from Proposition 13.3. Assume that \( \pi \in \Pi(G_n), n = 2k + r \) and \( \pi \) is \( (H_{2k,r}, \psi) \)-distinguished. By (15), \( \pi^{(r)} \) is \( \text{Sp}_{2k}(F) \)-distinguished. Therefore, by the Leibnitz rule, [BZ77, Lemma 4.5], and Lemma 2.3, there exists a decomposition \( r = r_1 + \cdots + r_t \) such that \( \pi_i^{(r_1)} \times \cdots \times \pi_i^{(r_t)} \) is \( \text{Sp}_{2k}(F) \)-distinguished. Since, by Lemma 13.2, \( \text{Supp}(\pi_i^{(r_i)}) \subseteq \text{Supp}(\pi_i) \) it now follows from Lemma 5.9 that \( \pi_i^{(r_i)} \) is \( \text{Sp} \)-distinguished for all \( i = 1, \ldots, t \). The lemma now follows from (15).


We classify all ladder representations that admit, any given, Klyachko model.

14.1. Klyachko Models for Proper Ladders


Definition 14.1. A ladder, \( m = \{ \Delta_1, \ldots, \Delta_k \} \in \mathcal{O}_\rho \), is called a proper ladder if \( \Delta_{i+1} \prec \Delta_i, i = 1, \ldots, k - 1 \). If \( m \) is a proper ladder then \( L(m) \) is called a proper ladder representation.

In fact, if \( m \in \mathcal{O}_\rho \) is a proper ladder then \( m^t \) is also a proper ladder, hence \( Z(m) \) is a proper ladder representation, but this fact will not be used in the sequel.

14.1.2. Note that if \( m \in \mathcal{O}_\rho \) is a ladder then it can be decomposed uniquely (up to order) as a sum \( m = m_1 + \cdots + m_t \), where \( m_i \) is a proper ladder for all \( i = 1, \ldots, t \) and \( \Delta \not\prec \Delta' \) for all \( i \neq j, \Delta \in m_i \) and \( \Delta' \in m_j \). Therefore, \( \text{Supp}(L(m_1)) \) and \( \text{Supp}(L(m_j)) \) are totally disjoint for all \( i \neq j \) and, by Lemma 5.8,

\[
L(m) = L(m_1) \times \cdots \times L(m_t).
\]

In other words, any ladder representation is a product of proper ladder representations uniquely determined up to order.

14.1.3. Right aligned segments. We define the following relation on segments.

Definition 14.2. For segments \( \Delta = [a, b]_{(\rho)} \) and \( \Delta' = [a', b']_{(\rho)} \) we say that \( \Delta' \) is right-aligned with \( \Delta \) and write \( \Delta' \rhd \Delta \) if

- \( a \geq a' + 1 \) and
- \( b = b' + 1 \).

We label this relation by the integer \( r = d(a - a' - 1) \) where \( \rho \in \Pi(G_d) \) and write \( \Delta' \rhd_r \Delta \).
Note, in particular, that $\Delta' \vdash_0 \Delta$ means that $\Delta = \nu \Delta'$.

**Example 14.3.** Let $\Delta = [4, 7]_{(\rho)}$ and $\Delta' = [0, 6]_{(\rho)}$ be segments. Then

\[
\begin{array}{cccc}
0 & 1 & 2 & 3 \\
\hline
3 & 2 & 1 & 0
\end{array}
\]

illustrates the relation $\Delta' \vdash_3 \Delta$ if $\rho \in \Pi(G_d)$.

14.1.4. Before characterizing the proper ladder representations admitting Klyachko models we need the following technical result.

**Lemma 14.4.** Let $d$ be such that $\rho \in \Pi(G_d)$ and $m = \{\Delta_1, \ldots, \Delta_t\} \in \mathcal{O}_\rho$ a proper ladder. Write $\Delta_i = [a_i, b_i]_{(\rho)}$. Suppose that $c_1 > \cdots > c_t$ are integers such that $a_i - 1 < c_i < b_i$, $i = 1, \ldots, t$ and let $m_1 = \{[c_1 + 1, b_1]_{(\rho)}, \ldots, [c_t + 1, b_t]_{(\rho)}\}$ and $m_2 = \{[a_1, c_1]_{(\rho)}, \ldots, [a_t, c_t]_{(\rho)}\}$ be the associated ladders. If either $m_1 = 0$ or $L(m_1)$ is Sp-distinguished and either $m_2 = 0$ or $L(m_2)$ is generic then $c_{t-2i} + 1 = c_{t-2i-1} = a_{t-2i-1} - 1$ and $\Delta_{t-2i} \vdash_{r_i} \Delta_{t-2i-1}$ where $r_i = d(a_{t-2i-1} - a_{t-2i} - 1)$ for all $i = 0, \ldots, \lfloor t/2 \rfloor - 1$. Moreover, if $t$ is odd then $c_1 = b_1$.

**Proof.** If $t = 1$ then the lemma follows from the fact that if $m_1 \neq 0$ then $L(m_1)$ is generic, and Lemma 7.1.

Assume that $t > 1$. Suppose that $1 < i \leq t$ is such that $c_i = b_i$ (in particular, $[a_i, c_i]_{(\rho)}$ is not empty). Then, since $m$ is a proper ladder, we have $a_{i-1} - 1 < c_i < b_i = c_i < c_{i-1}$ and therefore $[a_{i-1}, c_{i-1}]_{(\rho)}$ is non-empty. But then $[a_i, c_i]_{(\rho)} \prec [a_{i-1}, c_{i-1}]_{(\rho)}$ are both in $m_2$. By [Zel80, Theorem 9.7] this contradicts the assumption that $L(m_2)$ is generic. Therefore, $c_i < b_i$ for all $i > 1$. By the assumption that $L(m_1)$ is Sp-distinguished and Theorem 10.3, $m_1$ is of Speh type. That is, $c_1 < b_1$ if and only if $t$ is even and either way,

$$
[c_{t-2i-1} + 1, b_{t-2i-1}]_{(\rho)} = \nu[c_{t-2i} + 1, b_{t-2i}]_{(\rho)}, \quad i = 0, \ldots, \lfloor t/2 \rfloor - 1.
$$

To complete the proof it is only left to show that $c_{t-2i} = a_{t-2i} - 1$ for all $i = 0, \ldots, \lfloor t/2 \rfloor - 1$. But if $c_{t-2i-1} \geq a_{t-2i-1}$ then $c_{t-2i} = c_{t-2i-1} - 1 \geq a_{t-2i} - 1$, i.e., $[a_{t-2i}, c_{t-2i}]_{(\rho)} \prec [a_{t-2i-1}, c_{t-2i-1}]_{(\rho)}$ in $m_2$ which, again by [Zel80, Theorem 9.7], is a contradiction. The lemma follows.

14.1.5. We now determine the proper ladder representations that admit any particular Klyachko model.

**Proposition 14.5.** Let $m = \{\Delta_1, \ldots, \Delta_t\} \in \mathcal{O}_\rho$ be a proper ladder, so that $L(m) \in \Pi(G_n)$ and let $n = 2k+r$. If $t$ is odd, let $s$ be such that $L(\Delta_1) \in \Pi(G_s)$, otherwise, set $s = 0$. Then $L(m)$ is $(H_{2k+r}, \psi)$-distinguished if and only if $\Delta_{t-2i} \vdash_{r_i} \Delta_{t-2i-1}$ for some $r_i$, $i = 0, \ldots, \lfloor t/2 \rfloor - 1$ and $r = r_0 + \cdots + r_{\lfloor t/2 \rfloor - 1} + s$. 
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Theorem 14.2. \( \pi \Delta \)

Note that (see uniqueness of quotient) of By [KL12, Corollary 2.2]

(16) \( \text{Hom}_{H^{2k,r}}(\pi, \psi) \simeq \text{Hom}_{G_n}(\pi, \text{Ind}_{G_n}^{H^{2k,r}}(\psi)) \simeq \text{Hom}_{M^{2k,r}}(\rho_M^{2k,r}, G_n(\pi), \text{Ind}_{Sp_{2k}(F) \times N_r}^{M^{2k,r}}(1 \otimes \psi)) \simeq \text{Hom}_{Sp_{2k}(F) \times N_r}(\rho_M^{2k,r}, G_n(\pi), 1 \otimes \psi) \)

Assume first that \( \pi \) is \((H^{2k,r}, \psi)\)-distinguished. By (16) and Lemma 2.3 there is an irreducible component \( \sigma_1 \otimes \sigma_2 \) of \( r_{M^{2k,r}, G_n}(\pi) \), (where \( \sigma_1 \in \Pi(G_{2k}) \) and \( \sigma_2 \in \Pi(G_r) \)) so that \( \sigma_1 \) is Sp-distinguished and \( \sigma_2 \) is generic.

If \( \Delta_i = [a_i, b_i]_{(\rho)} \) then it follows from [KL12, Theorem 2.1] that there exist \( c_1 > \cdots > c_t \) such that \( \sigma_1 = L(m_1) \) and \( \sigma_2 = L(m_2) \) where \( m_1 = \{ [c_1 + 1, b_1]_{(\rho)}, \ldots, [c_t + 1, b_t]_{(\rho)} \} \) and \( m_2 = \{ [a_1, c_1]_{(\rho)}, \ldots, [a_t, c_t]_{(\rho)} \} \).

The ‘only if’ part of the proposition therefore follows from Lemma 14.4.

Assume that \( \Delta_{t-2i} + r_i, \Delta_{t-2i-1} = 0, \ldots, [t/2] - 1 \) and \( r = r_0 + \cdots + r_{[t/2]-1} + s \).

If \( t \) is odd, further let \( c_1 = b_1 \). Let \( c_{t-2i} + 1 = c_{t-2i-1} = a_{t-2i-1} - 1, i = 0, \ldots, [t/2] - 1 \). If \( t \) is odd, further let \( c_1 = b_1 \). Let \( \sigma_1 = L(m_1) \) and \( \sigma_2 = L(m_2) \) where \( m_1 = \{ [c_1 + 1, b_1]_{(\rho)}, \ldots, [c_t + 1, b_t]_{(\rho)} \} \) and \( m_2 = \{ [a_1, c_1]_{(\rho)}, \ldots, [a_t, c_t]_{(\rho)} \} \).

Note that \( \Delta \neq \Delta' \) for any two segments in the ladder \( m_2 \) and therefore \( \sigma_2 \) is generic by [Zel80, Theorem 9.7]. It is also clear from the above definitions that \( m_1 \) is of Speh type and therefore \( \sigma_1 \) is Sp-distinguished by Theorem 10.3.

By [KL12, Corollary 2.2], \( \sigma_1 \otimes \sigma_2 \) is a direct summand (and in particular a quotient) of \( r_{M^{2k,r}, G_n}(\pi) \). Therefore (16) and Lemma 2.2 complete the proof of the proposition. \( \square \)

Remark 14.6. If \( \pi \) is a proper ladder representation then Proposition 14.5 provides a recipe for computing \( r(\pi) \) and in particular, directly implies the uniqueness of \( r(\pi) \). The same is true more generally for ladder representations.

14.2. Klyachko models of ladder representations.

Theorem 14.7. Let \( \pi \) be a ladder representation and assume that \( \pi = \pi_1 \times \cdots \times \pi_t \) is the unique decomposition of \( \pi \) as a product of proper ladder representations (see §14.1.2). Then \( \pi \) admits a Klyachko model if and only if \( \pi_i \) admits a Klyachko model for all \( i = 1, \ldots, t \). Furthermore, in that case \( r(\pi) = r(\pi_1) + \cdots + r(\pi_t) \).

Proof. This is immediate from Proposition 13.4 and §14.1.2. \( \square \)

Remark 14.8. Based on (13), the classification of ladder representations that are \((H^{2k,r'}, \psi')\)-distinguished is obtained by ‘reflecting all segments along the origin of their \( Z \)-line’.
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